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Outline!
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¨  LTE-5G Tight Integration!

¨  Dual Connectivity Architecture!

¨  Extension of NYU ns-3 mmWave Simulator!

¨  Metrics and Preliminary Results!

¨  Conclusions and Future Work!



5G networks!
3!

¨  Different targets:!

¤ Very high bandwidth!

¤ Ultra-low latency!

¤ Massive number of devices!

mmWave communications!

Sub 1 GHz comms!

Different targets – different technologies!



MmWave Communications!
4!
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MILLIMETER WAVE SPECTRUM
UNLEASHING THE 3–300 GHZ SPECTRUM

Almost all commercial radio communications
including AM/FM radio, high-definition TV, cellu-
lar, satellite communication, GPS, and Wi-Fi have
been contained in a narrow band of the RF spec-
trum in 300 MHz–3 GHz. This band is generally
referred to as the sweet spot due to its favorable
propagation characteristics for commercial wireless
applications. The portion of the RF spectrum
above 3 GHz, however, has been largely unexploit-
ed for commercial wireless applications. More
recently there has been some interest in exploring
this spectrum for short-range and fixed wireless
communications. For example, unlicensed use of
ultra-wideband (UWB) in the range of 3.1–10.6
GHz frequencies has been proposed to enable high
data rate connectivity in personal area networks.
The use of the 57–64 GHz oxygen absorption band
is also being promoted to provide multigigabit data
rates for short-range connectivity and wireless local
area networks. Additionally, local multipoint distri-
bution service (LMDS) operating on frequencies
from 28 to 30 GHz was conceived as a broadband,
fixed wireless, point-to-multipoint technology for
utilization in the last mile.

Within the 3–300 GHz spectrum, up to 252
GHz can potentially be suitable for mobile
broadband as depicted in Fig. 1a. Millimeter
waves are absorbed by oxygen and water vapor
in the atmosphere. The frequencies in the 57–64
GHz oxygen absorption band can experience
attenuation of about 15 dB/km as the oxygen
molecule (O2) absorbs electromegnetic energy at
around 60 GHz. The absorption rate by water
vapor (H2O) depends on the amount of water
vapor and can be up to tens of dBs in the range
of 164–200 GHz [4]. We exclude these bands for
mobile broadband applications as the transmis-
sion range in these bands will be limited. With a
reasonable assumption that 40 percent of the
remaining spectrum can be made available over
time, millimeter-wave mobile broadband (MMB)
opens the door for a possible 100 GHz new
spectrum for mobile communication — more
than 200 times the spectrum currently allocated
for this purpose below 3 GHz.

LMDS AND 70/80/90 GHZ BANDS
LMDS was standardized by the IEEE 802
LAN/MAN Standards Committee through the
efforts of the IEEE 802.16.1 Task Group (“Air
Interface for Fixed Broadband Wireless Access

Figure 1. Millimeter-wave spectrum.
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A Case for LTE-5G Tight Integration!
5!

mmWave: very high throughput!

Variable signal quality, possible link failures!
BUT!

LTE network as fallback – coverage layer!

Hard Handover (HH)! Dual Connectivity (DC) 
with Fast Switching!



Dual Connectivity Architecture!
6!

¨  Single PDCP layer in the “coordinator” !
(new node or LTE eNB)!

¨  RLC entity in the LTE and mmWave eNBs!

¨  Single connection to Core Network!

Switch: !

¨  a RRC message to UE !

¨  X2 notification to mmWave eNB!



NYU ns-3 mmWave Simulator!
7!

¨  Channel model based on real measurements!

¨  Fully configurable TDD physical layer!

¨  MAC layer with HARQ, scheduler!

¨  Upper layers (RLC, PDCP, RRC) from LTE ns-3 

module!



Extension to LTE-5G Integration!
8!

¨  Dual Connected UE!

¨  New PDCP layer!

¨  PDCP-RLC forwarding on X2!

¨  Integrat ion of LTE and 

mmWave channels!

)LJXUH ���� %ORFN GLDJUDP RI DPXOWLFRQQHFWHG GHYLFH� DQ /7( H1% DQG DPP:DYH H1%



Main Features!
9!

¨  Procedures for Fast Switching:!

¤  Initial Access, Secondary Cell Handover, Switch!

¨  mmWave SINR estimation with reference signals!

¨  RLC with finite-size buffers!

¨  X2-based handover between LTE and 5G!



Metrics!
10!

¨  Throughput at different layers!

¨  Packet losses!

¨  Latency at different layers!

¨  Control traffic (RRC)!

¨  X2 and S1 traffic!



Simulation Scenario!
11!

-20

 0

 20

 40

 60

 80

 100

 0  50  100  150  200  250  300  350  400

Y
 [
m

]

X [m]

PP:DYH H1% PP:DYH H1%

/7( H1%

8( SDWK DW VSHHG s8(

)LJXUH ���� 6LPXODWLRQ VFHQDULR� 7KH JUH\ UHFWDQJOHV DUH EXLOGLQJV

����� 6LPXODWLRQ 3DUDPHWHUV DQG 3URFHGXUHV

�� IRU8( VSHHG s ∈ {2, 4, 8, 16}P�V
�� IRU5/&$0RU 80

�� IRUλ ∈ {20, 40, 80, 160}µV
�� IRUBRLC ∈ {1, 10, 100}0%

�� IRUDX2 ∈ {0.1, 1, 10}PV 5XQN VLPXODWLRQV ZLWK WKHVH SDUDPHWHUV

-20

 0

 20

 40

 60

 80

 100

 0  50  100  150  200  250  300  350  400

Y
 [
m

]

X [m]

mmWave eNB 2 mmWave eNB 3

LTE eNB 1

UE path at speed sUE

Figure 3: Simulation scenario. The grey rectangles are
buildings

Parameter Value

Outage threshold −5 dB
mmWave carrier frequency 28 GHz
mmWave bandwidth 1 GHz
LTE carrier frequency (DL) 2.1 GHz
LTE bandwidth 20 MHz
X2 link latency DX2 1 ms
RLC AM buffer size BRLC 10 MB
S1-MME link latency 10 ms
UDP packet size 1024 byte
UDP packet interarrival 80 µs
UE speed s 2 m/s along the x axis (Fig. 3)
Iterations N = 10

Table 1: Simulation parameters

random number generation the channel varies in the same
way. Table 1 contains some parameters of the simulations,
and the scenario is shown in Fig. 3. The traffic is gener-
ated at a rate of 102.4 Mbit/s at the UDP transport layer,
and sent from a remote server to the UE. The UE moves
along the x axis at s = 2 m/s. An example of simulation
output is provided in Fig. 2, which shows the throughput
and latency at the PDCP layer over time. The UE moves
from coordinates (100, -5) to (300, -5), and while moving
may experience outage from both mmWave cells (thus the
connection changes to LTE RAT either with handover or
switching) or perform a handover to the mmWave cell with
higher SNR. A hysteresis of 3 dB is accounted for when con-
sidering which is the best mmWave cell, and the current cell
over time is shown by the green line.

The average values of the throughput and latency, over
a set of N = 10 simulations for this particular setup, are
given in Table 2. It can be seen that the latency of the dual
connectivity solution is smaller than that of hard handover.
This is due to the fact that the switch is much faster than
the handover, therefore packets do not have to be buffered
before being transmitted. This behavior is shown also in
Fig. 2. For example, at t = 34 s there is an outage event, i.e.,
the connection falls back to LTE cell 1, then the UE returns
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Figure 4: Average RRC traffic per user for DC and HH

PDCP Throughput RLC Latency

Dual Connectivity 106.70 Mbit/s 5.1 ms
Hard Handover 104.98 Mbit/s 18.1 ms

Table 2: Throughput and latency for the two setups, for the
parameters in Table 1, average over N = 10 simulations

to a mmWave connection to mmWave cell 3, and finally it
connects to mmWave cell 2. With the DC solution, the
latency never exceeds 40 ms, while the HH latency exhibits
a spike of 287 ms.

The average PDCP throughput of DC is also higher than
that of HH, showing that dual connectivity suffers fewer
packet losses.

Another example of metric is shown in Fig. 4, where we
present the average traffic per user generated by the RRC
layer for different values of the X2 latency DX2 ∈ {0.1, 1, 10}
ms and for different UE speed s ∈ {2, 4, 8, 16} m/s. It can be
seen that the dual connectivity solution, with fast switching,
allows to reduce the signaling traffic per user: this reduces
the overhead, given a certain number of UEs, or, given the
same amount of control overhead, it allows to scale to a
larger number of UEs.

5. CONCLUSIONS
In this paper we discussed two possible ways to integrate

5G and LTE networks in order to improve the reliability of
next generation mobile networks. We also presented the im-
plementation of a simulation framework that can be used to
assess the performance of such systems, integrated in ns–3,
and showed that the level of detail of the simulation that
can be carried out with such a tool makes it possible to un-
derstand and evaluate which is the best solution among dual
connectivity with switching and hard handover. We showed
some early results, for a particular choice of parameters, as
an example of a possible simulation output. A more detailed
description of the new software modules and a more compre-
hensive set of preliminary results can be found in [13]. The
application of the proposed framework to extensive simula-
tion campaigns to fully characterize performance trends and
to gain key insights for system design is left for future work.



Example: throughput over time!
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Figure 2: Examples of simulation output: throughput and latency over time, over the cell to which the UE is connected. Cells
2 and 3 are the mmWave eNBs, cell 1 is the LTE eNB

4. METRICS
The main goal of this implementation is to provide a tool

that can be used to compare the performance between a
system using dual connectivity, with switching, and another
where hard handover (HH) is used.

The main benefit of an implementation of the LTE-5G
tight integration in ns–3 is the possibility to study the per-
formance of the system by considering a very high level of
detail, with realistic interactions among the different parts of
the network, from the radio channel modeling to the higher
layer protocol message exchanges. Indeed, the comparison
between the two systems can be affected by several param-
eters. The latency of X2 connections may have an impact
on how quickly the LTE eNB detects that a UE is in outage
with respect to the current mmWave link. The duration of
the intervals during which a UE is performing the handover
depends on the delay of the connection to the MME, and
this affects the latency of data packet transmissions. By us-
ing real RRC messages one can account for a different delay
and packet error rate in the exchange of control messages
between the UE and the eNB. This also makes the param-
eter space very large, and a thorough simulation campaign

to compare the two solutions is ongoing.
There are many metrics that can be computed in a sim-

ulation in ns–3 using the developed framework over LTE
and mmWave modules. In particular, throughput and la-
tency can be extracted at each layer, from PHY to trans-
port. Packet losses during switching and handover events
are also a metric of interest. Another issue that may arise
on a high throughput mmWave link is bufferbloat at the
RLC layer [17], and latency due to RLC retransmissions.
Since ns–3 LTE and mmWave modules offer different RLC
implementations, it will be possible to check whether these
problems are present or not in the two systems.

The behavior of different transport protocols (UDP, TCP)
can be tested, to check which of the two architectures offers
higher resiliency in mobility scenarios. In particular it will
be interesting to see how TCP reacts to the changes in the
link in terms of latency and data rate.

As an example of metrics that can be extracted from the
simulator, we present in this paper some early results from
a first set of simulations. It is possible to directly compare
a simulation with dual connectivity and a simulation with
hard handover because by using the same parameters for the

DC setup!

HH setup!
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Figure 2: Examples of simulation output: throughput and latency over time, over the cell to which the UE is connected. Cells
2 and 3 are the mmWave eNBs, cell 1 is the LTE eNB

4. METRICS
The main goal of this implementation is to provide a tool

that can be used to compare the performance between a
system using dual connectivity, with switching, and another
where hard handover (HH) is used.

The main benefit of an implementation of the LTE-5G
tight integration in ns–3 is the possibility to study the per-
formance of the system by considering a very high level of
detail, with realistic interactions among the different parts of
the network, from the radio channel modeling to the higher
layer protocol message exchanges. Indeed, the comparison
between the two systems can be affected by several param-
eters. The latency of X2 connections may have an impact
on how quickly the LTE eNB detects that a UE is in outage
with respect to the current mmWave link. The duration of
the intervals during which a UE is performing the handover
depends on the delay of the connection to the MME, and
this affects the latency of data packet transmissions. By us-
ing real RRC messages one can account for a different delay
and packet error rate in the exchange of control messages
between the UE and the eNB. This also makes the param-
eter space very large, and a thorough simulation campaign

to compare the two solutions is ongoing.
There are many metrics that can be computed in a sim-

ulation in ns–3 using the developed framework over LTE
and mmWave modules. In particular, throughput and la-
tency can be extracted at each layer, from PHY to trans-
port. Packet losses during switching and handover events
are also a metric of interest. Another issue that may arise
on a high throughput mmWave link is bufferbloat at the
RLC layer [17], and latency due to RLC retransmissions.
Since ns–3 LTE and mmWave modules offer different RLC
implementations, it will be possible to check whether these
problems are present or not in the two systems.

The behavior of different transport protocols (UDP, TCP)
can be tested, to check which of the two architectures offers
higher resiliency in mobility scenarios. In particular it will
be interesting to see how TCP reacts to the changes in the
link in terms of latency and data rate.

As an example of metrics that can be extracted from the
simulator, we present in this paper some early results from
a first set of simulations. It is possible to directly compare
a simulation with dual connectivity and a simulation with
hard handover because by using the same parameters for the

Current cell in time! PDCP throughput over time!
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buildings

Parameter Value

Outage threshold −5 dB
mmWave carrier frequency 28 GHz
mmWave bandwidth 1 GHz
LTE carrier frequency (DL) 2.1 GHz
LTE bandwidth 20 MHz
X2 link latency DX2 1 ms
RLC AM buffer size BRLC 10 MB
S1-MME link latency 10 ms
UDP packet size 1024 byte
UDP packet interarrival 80 µs
UE speed s 2 m/s along the x axis (Fig. 3)
Iterations N = 10

Table 1: Simulation parameters

random number generation the channel varies in the same
way. Table 1 contains some parameters of the simulations,
and the scenario is shown in Fig. 3. The traffic is gener-
ated at a rate of 102.4 Mbit/s at the UDP transport layer,
and sent from a remote server to the UE. The UE moves
along the x axis at s = 2 m/s. An example of simulation
output is provided in Fig. 2, which shows the throughput
and latency at the PDCP layer over time. The UE moves
from coordinates (100, -5) to (300, -5), and while moving
may experience outage from both mmWave cells (thus the
connection changes to LTE RAT either with handover or
switching) or perform a handover to the mmWave cell with
higher SNR. A hysteresis of 3 dB is accounted for when con-
sidering which is the best mmWave cell, and the current cell
over time is shown by the green line.

The average values of the throughput and latency, over
a set of N = 10 simulations for this particular setup, are
given in Table 2. It can be seen that the latency of the dual
connectivity solution is smaller than that of hard handover.
This is due to the fact that the switch is much faster than
the handover, therefore packets do not have to be buffered
before being transmitted. This behavior is shown also in
Fig. 2. For example, at t = 34 s there is an outage event, i.e.,
the connection falls back to LTE cell 1, then the UE returns
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Figure 4: Average RRC traffic per user for DC and HH

PDCP Throughput RLC Latency

Dual Connectivity 106.70 Mbit/s 5.1 ms
Hard Handover 104.98 Mbit/s 18.1 ms

Table 2: Throughput and latency for the two setups, for the
parameters in Table 1, average over N = 10 simulations

to a mmWave connection to mmWave cell 3, and finally it
connects to mmWave cell 2. With the DC solution, the
latency never exceeds 40 ms, while the HH latency exhibits
a spike of 287 ms.

The average PDCP throughput of DC is also higher than
that of HH, showing that dual connectivity suffers fewer
packet losses.

Another example of metric is shown in Fig. 4, where we
present the average traffic per user generated by the RRC
layer for different values of the X2 latency DX2 ∈ {0.1, 1, 10}
ms and for different UE speed s ∈ {2, 4, 8, 16} m/s. It can be
seen that the dual connectivity solution, with fast switching,
allows to reduce the signaling traffic per user: this reduces
the overhead, given a certain number of UEs, or, given the
same amount of control overhead, it allows to scale to a
larger number of UEs.

5. CONCLUSIONS
In this paper we discussed two possible ways to integrate

5G and LTE networks in order to improve the reliability of
next generation mobile networks. We also presented the im-
plementation of a simulation framework that can be used to
assess the performance of such systems, integrated in ns–3,
and showed that the level of detail of the simulation that
can be carried out with such a tool makes it possible to un-
derstand and evaluate which is the best solution among dual
connectivity with switching and hard handover. We showed
some early results, for a particular choice of parameters, as
an example of a possible simulation output. A more detailed
description of the new software modules and a more compre-
hensive set of preliminary results can be found in [13]. The
application of the proposed framework to extensive simula-
tion campaigns to fully characterize performance trends and
to gain key insights for system design is left for future work.
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Figure 2: Examples of simulation output: throughput and latency over time, over the cell to which the UE is connected. Cells
2 and 3 are the mmWave eNBs, cell 1 is the LTE eNB

4. METRICS
The main goal of this implementation is to provide a tool

that can be used to compare the performance between a
system using dual connectivity, with switching, and another
where hard handover (HH) is used.

The main benefit of an implementation of the LTE-5G
tight integration in ns–3 is the possibility to study the per-
formance of the system by considering a very high level of
detail, with realistic interactions among the different parts of
the network, from the radio channel modeling to the higher
layer protocol message exchanges. Indeed, the comparison
between the two systems can be affected by several param-
eters. The latency of X2 connections may have an impact
on how quickly the LTE eNB detects that a UE is in outage
with respect to the current mmWave link. The duration of
the intervals during which a UE is performing the handover
depends on the delay of the connection to the MME, and
this affects the latency of data packet transmissions. By us-
ing real RRC messages one can account for a different delay
and packet error rate in the exchange of control messages
between the UE and the eNB. This also makes the param-
eter space very large, and a thorough simulation campaign

to compare the two solutions is ongoing.
There are many metrics that can be computed in a sim-

ulation in ns–3 using the developed framework over LTE
and mmWave modules. In particular, throughput and la-
tency can be extracted at each layer, from PHY to trans-
port. Packet losses during switching and handover events
are also a metric of interest. Another issue that may arise
on a high throughput mmWave link is bufferbloat at the
RLC layer [17], and latency due to RLC retransmissions.
Since ns–3 LTE and mmWave modules offer different RLC
implementations, it will be possible to check whether these
problems are present or not in the two systems.

The behavior of different transport protocols (UDP, TCP)
can be tested, to check which of the two architectures offers
higher resiliency in mobility scenarios. In particular it will
be interesting to see how TCP reacts to the changes in the
link in terms of latency and data rate.

As an example of metrics that can be extracted from the
simulator, we present in this paper some early results from
a first set of simulations. It is possible to directly compare
a simulation with dual connectivity and a simulation with
hard handover because by using the same parameters for the

DC setup!

HH setup!

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

1

2

3

C
el
l

Cell

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
0

200

400

Time t [s]

T
h
ro
u
g
h
p
u
t
[M

b
it
/
s]

Throughput

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

1

2

3

C
el
l

CellId

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
0

2 · 10
−2

4 · 10
−2

6 · 10
−2

8 · 10
−2

Time t [s]

L
at
en

cy
[s
]

Latency

(a) Dual Connectivity setup

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

1

2

3

C
el
l

Cell

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
0

100

200

300

400

Time t [s]

T
h
ro
u
g
h
p
u
t
[M

b
it
/
s]

Throughput

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

1

2

3

C
el
l

CellId

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
0

0.1

0.2

0.3

0.4

Time t [s]

L
at
en

cy
[s
]

Latency
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Figure 2: Examples of simulation output: throughput and latency over time, over the cell to which the UE is connected. Cells
2 and 3 are the mmWave eNBs, cell 1 is the LTE eNB

4. METRICS
The main goal of this implementation is to provide a tool

that can be used to compare the performance between a
system using dual connectivity, with switching, and another
where hard handover (HH) is used.

The main benefit of an implementation of the LTE-5G
tight integration in ns–3 is the possibility to study the per-
formance of the system by considering a very high level of
detail, with realistic interactions among the different parts of
the network, from the radio channel modeling to the higher
layer protocol message exchanges. Indeed, the comparison
between the two systems can be affected by several param-
eters. The latency of X2 connections may have an impact
on how quickly the LTE eNB detects that a UE is in outage
with respect to the current mmWave link. The duration of
the intervals during which a UE is performing the handover
depends on the delay of the connection to the MME, and
this affects the latency of data packet transmissions. By us-
ing real RRC messages one can account for a different delay
and packet error rate in the exchange of control messages
between the UE and the eNB. This also makes the param-
eter space very large, and a thorough simulation campaign

to compare the two solutions is ongoing.
There are many metrics that can be computed in a sim-

ulation in ns–3 using the developed framework over LTE
and mmWave modules. In particular, throughput and la-
tency can be extracted at each layer, from PHY to trans-
port. Packet losses during switching and handover events
are also a metric of interest. Another issue that may arise
on a high throughput mmWave link is bufferbloat at the
RLC layer [17], and latency due to RLC retransmissions.
Since ns–3 LTE and mmWave modules offer different RLC
implementations, it will be possible to check whether these
problems are present or not in the two systems.

The behavior of different transport protocols (UDP, TCP)
can be tested, to check which of the two architectures offers
higher resiliency in mobility scenarios. In particular it will
be interesting to see how TCP reacts to the changes in the
link in terms of latency and data rate.

As an example of metrics that can be extracted from the
simulator, we present in this paper some early results from
a first set of simulations. It is possible to directly compare
a simulation with dual connectivity and a simulation with
hard handover because by using the same parameters for the
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Parameter Value

Outage threshold �5 dB
mmWave carrier frequency 28 GHz
mmWave bandwidth 1 GHz
LTE carrier frequency (DL) 2.1 GHz
LTE bandwidth 20 MHz
X2 link latency DX2 1 ms
RLC AM bu↵er size BRLC 10 MB
S1-MME link latency 10 ms
UDP packet size 1024 byte
UDP packet interarrival 80 µs
UE speed s 2 m/s along the x axis (Fig. 3)
Iterations N = 10

Table 1: Simulation parameters

random number generation the channel varies in the same
way. Table 1 contains some parameters of the simulations,
and the scenario is shown in Fig. 3. The tra�c is gener-
ated at a rate of 102.4 Mbit/s at the UDP transport layer,
and sent from a remote server to the UE. The UE moves
along the x axis at s = 2 m/s. An example of simulation
output is provided in Fig. 2, which shows the throughput
and latency at the PDCP layer over time. The UE moves
from coordinates (100, -5) to (300, -5), and while moving
may experience outage from both mmWave cells (thus the
connection changes to LTE RAT either with handover or
switching) or perform a handover to the mmWave cell with
higher SNR. A hysteresis of 3 dB is accounted for when con-
sidering which is the best mmWave cell, and the current cell
over time is shown by the green line.

The average values of the throughput and latency, over
a set of N = 10 simulations for this particular setup, are
given in Table 2. It can be seen that the latency of the dual
connectivity solution is smaller than that of hard handover.
This is due to the fact that the switch is much faster than
the handover, therefore packets do not have to be bu↵ered
before being transmitted. This behavior is shown also in
Fig. 2. For example, at t = 34 s there is an outage event, i.e.,
the connection falls back to LTE cell 1, then the UE returns
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Figure 4: Average RRC tra�c per user for DC and HH

PDCP Throughput RLC Latency

Dual Connectivity 106.70 Mbit/s 5.1 ms
Hard Handover 104.98 Mbit/s 18.1 ms

Table 2: Throughput and latency for the two setups, for the
parameters in Table 1, average over N = 10 simulations

RLC Latency

Dual Connectivity 5.1 ms
Hard Handover 18.1 ms

Table 3: Throughput and latency for the two setups, for the
parameters in Table 1, average over N = 10 simulations

to a mmWave connection to mmWave cell 3, and finally it
connects to mmWave cell 2. With the DC solution, the
latency never exceeds 40 ms, while the HH latency exhibits
a spike of 287 ms.
The average PDCP throughput of DC is also higher than

that of HH, showing that dual connectivity su↵ers fewer
packet losses.
Another example of metric is shown in Fig. 4, where we

present the average tra�c per user generated by the RRC
layer for di↵erent values of the X2 latency DX2 2 {0.1, 1, 10}
ms and for di↵erent UE speed s 2 {2, 4, 8, 16} m/s. It can be
seen that the dual connectivity solution, with fast switching,
allows to reduce the signaling tra�c per user: this reduces
the overhead, given a certain number of UEs, or, given the
same amount of control overhead, it allows to scale to a
larger number of UEs.

5. CONCLUSIONS
In this paper we discussed two possible ways to integrate

5G and LTE networks in order to improve the reliability of
next generation mobile networks. We also presented the im-
plementation of a simulation framework that can be used to
assess the performance of such systems, integrated in ns–3,
and showed that the level of detail of the simulation that
can be carried out with such a tool makes it possible to un-
derstand and evaluate which is the best solution among dual
connectivity with switching and hard handover. We showed
some early results, for a particular choice of parameters, as
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¨  LTE-5G Dual Connectivity architecture!

¨  Extension of NYU mmWave ns-3 simulator!

¨  Examples of metrics that can be collected!

¤ DC performs better than HH, for more results see [1]!

¨  Flexible framework, it opens many research directions!

[1] M. Polese, Performance Comparison of Dual Connectivity and Hard Handover for LTE-5G 
Tight Integration in mmWave Cellular Networks, Master’s thesis, Dept. of Information 
Engineering, University of Padova, July 2016. Available at http://arxiv.org/abs/1607.04330 !
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