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« NN: deep neural network (our proposal)

Privacy matters: the machine learning algorithm + BaseFit: current approach (linear interpol.) M Binary location (home/outside)

can work locally on the user device - no leakage  LinReg: linear regression @ No location

of private info! » KNN:  k-nearest neighbors regressor No location and no info on movement
« SVM: support vector machine

*Not used in this experiment

Confusion matrix of the R? coefficient among
different users - trained models are strictly
personal and depend on the habits of each
specific user

Low complexity:
* Training on one day data 2> 2s
» Prediction = 100 ps

(CPU time in desktop PC)

Future work: design pre-training
algorithms implement and test on real
devices



