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Figure 2: Comparison of the performance of several models by averaging results from 20 random training/testing subsets. The legend is shared by all the
plots. The commonly employed deterministic baseline "BaseFit" is reported in orange and is the worst method in general; for the last 3 plots theR2 metric
of the BaseFit algorithm is below! 0.5, therefore the curve does not appear in the speciÞed range. The yellow curve "LinReg" displays the performance of a
simple linear regression Þtting, while the blue line reports the accuracy of a KNN framework. Finally the efÞciency of an SVM is reported in green while the
performance of our Deep NN is purple.

Test user
ID 1 2 3 4 5 6

Tr
ai

n
us

er

1 0.643 -0.0733 -0.293 -2.130 -3.508 0.642
2 -0.268 0.645 -0.581 -4.083 -6.479 -0.048
3 -0.195 -0.074 0.687 -2.490 -3.865 0.514
4 -0.121 -0.068 -0.220 0.664 -3.173 0.714
5 -0.110 -0.067 -0.223 -1.715 0.703 0.729
6 -0.070 -0.101 -0.423 -0.335 0.670 0.761

All 0.308 0.371 -0.167 -4.693 -3.725 -0.711

Table II: R2 values of DNNs with about 3 months worth of training data.
Each column reports the results of the testing on a different user, while the
rows specify the user on which the training is performed. For the last row, the
training is carried out by mixing data from all six students.

work [23]. The test set corresponds to 10% of the available
data for each user.

IV. RESULTS

We compare our prediction model with a baseline method
that is very similar to the estimation that is adopted in todayÕs
smartphones. This deterministic method consists of taking the
last 5 samples of the battery level history and obtain a linear
approximation of the discharge pattern via Least Squares linear
Þt [13]. The linear approximation is then used to estimate
the remaining charge duration (basically, the same method we
used to extrapolate the charge lifetime in our training dataset).
We also compare the performance of our DNN with SVMs,
KNN regression and Linear Regression using the same input
features and training/test sets. The plots shown in Fig. 2 conÞrm
that, for all the 6 users of the considered dataset, the machine
learning models in general have better performance than the de-
terministic baseline method and, among the considered machine
learning techniques, the DNN achieves the best performance.

A. Prediction performance and generalization

The fully trained DNNs reached a mean coefÞcient of
determination of 0.7835, with a peak of 0.8620 for a user whose
dataset was particularly clean, with fairly regular battery usage
patterns.

As Fig. 2 shows, the deterministic battery estimation
paradigm is inefÞcient, as it bases its prediction only on
the recent battery history, without considering more general
patterns which can instead be accounted for by using location
and time-based information that is available at almost no cost
in every modern mobile device [24]. The clear advantage of
such a model, however, is that it does not require any training.

In order to test the generalization/discrimination capabilities
of our model, we trained the DNN using the data of a single
user and tested its prediction performance on the data of any
other user. The results of this test are shown in Tab. II, where
each row reports theR2 obtained for the different users when
the network was trained with the data of the user in the corre-
sponding row. The last row reports the results obtained when
training the network with a mix of the data of all the users. It
is clear that the DNN generally performs poorly if trained on
a user and tested on a different one, while the performance is
good when training and test data are from different portions
of a dataset representing the same user. Moreover, the low
performance values reported in the last row of the table conÞrm
that our model must be trained only on personal data, otherwise
it cannot learn accurately a userÕs personal patterns nor provide
reliable predictions. This proves that our model can learn a
userÕs behavior properly but can hardly generalize to other
users. In other words, the learnt model is strictly personal and

Make your smartphone learn your usage 
pattern day by day and adapt its prediction 
lifetime accordingly !

! Problem: smartphoneÕs charge hardly reaches 
the end of the day

! Fact: power optimization is based on simple
discharging time prediction

! Observation: battery consumption is user -
dependent ! prediction models are general 
but inaccurate

Problem Definition

Main results

Deep Neural Network

Machine Learning
Data easily accessible from smartphones

Structure after model selection:
! 4 fully connected layers of size 200, 150, 100, 50

! Hyperbolic tangent activation function

! Parameter learning via Limited -memory 
BFGSalgorithm

Output: estimated discharging time

A Deep Neural Network Approach for Customized Prediction 
of Mobile Devices Discharging Time 

Mattia Gentil, Alessandro Galezzi, Federico Chiariotti, Michele Polese, Andrea Zanella, Michele Zorzi
University of Padova, Italy - email: {gentilma, galeazzial, chiariot, polesemi, zanella, zorzi}@dei.unipd.it

Prediction performance 
! NN:deep neural network (our proposal)
! BaseFit: current approach (linear interpol .)
! LinReg: linear regression
! KNN: k-nearest neighbors regressor
! SVM:   support vector machine

Specificity
Confusion matrix of the R2 coefficient among 
different users ! trained models are strictly 
personal and depend on the habits of each 
specific user

Dataset

! LifeMap project
J. Chon and H. Cha, “LifeMap: A Smartphone-Based Context
Provider for Location-Based Services,” IEEE Pervasive 
Computing, vol. 10, no. 2, pp. 58–67, Apr. 2011

! 6 months of data for 6 users

! Granularity of 10 minutes

!
"
"

#
$
"

#
"
"

$
"

MovementsLocation

Calendar Time of the day

Battery level

Privacy matters: the machine learning algorithm 
can work locally on the user device ! no leakage 
of private info!

1 2 3 4 5 6
0

0.2

0.4

0.6

0.8

Student ID

R
2

(a) One month of training data

1 2 3 4 5 6
0

0.2

0.4

0.6

0.8

Student ID

R
2

Proposed model

3 samples

Home/Outside

No location

No location and movement

(b) Three months of training data

Figure 3:R2 score and 95% conÞdence intervals on test sets of NNs with different input vectors for every user. Performance with 1 month (left plot) and 3
months (right plot) worth of training data. Bars refer to different choices of the input vectors: ÒProposed modelÓ refers to the input vector described in Sec. III-A;
Ò3 samplesÓ adds the last 3 battery level samples to the input; ÒHome/OutsideÓ replaces the 12 location categories with a boolean input indicating whether or
not the user is at home; ÒNo locationÓ disregards location inputs; ÒNo location and movementÓ disregards both location and motion inputs.

dependent on the userÕs speciÞc habits. As a consequence, the
model needs to be trained with local information that can be
collected only by the smartphone of each user, so that it is not
possible to pre-train the network and deploy it on a general
device, rather the DNN must be trained while the device is
being used by its owner and this process requires some time,
as discussed later. On the other hand, the DNN does not need
to share information with other users or with service providers
in order to be trained or provide the prediction. Considering
the growing concerns for the userÕs privacy in location-based
services [25] and the decreasing willingness of the users to
share location information [26], these features of the proposed
approach can be appreciated by the users. Of course, during the
training phase of the DNN, the prediction of the battery charge
lifetime can be obtained with other approaches, in order to
guarantee the availability of the service to the user: when the
training is complete, the prediction will become more precise,
being tailored to the userÕs habits.

B. Effect of incomplete input on the prediction

Our ÓProposedÓ input vector, described in Sec. III-A, consists
of the current battery level, the time of the day, the day of the
week, the location of the user, and the motion information. In
order to gain insights on the relevance of the different input
features on the prediction accuracy of the DNN, we considered
other input vectors, namely a larger input vector obtained by
enriching the Proposed one with the last three samples of the
battery level; then a smaller input vector with a boolean value
Òhome/outsideÓ in place of the full 12 location categories; then
an input vector, named ÒNo locationÓ, without any location-
based data; and Þnally an input vector without location and
movement data, called ÒNo Location and movement.Ó Fig. 3
shows theR2 score obtained for the different test users and
for each of these input vectors, when considering one month
(left-hand side plot) or three months (right-hand side plot) of
training data.

Figure 4:R2 metric for the DNN as a function of model complexity, expressed
as the logarithm of the total number of neurons and the training time in epochs.

We observe that, with one month of training data, the
location-based DNNs outperform the models with incomplete
or no location data available for students 2, 3 and 5, while
for the other subjects the different input vectors yield com-
parable results. However, with three months of training data,
the advantage of a location-based input vector becomes more
evident for all the subjects. Without location information, the
ÒmovementÓ feature becomes useless or detrimental: if the
DNN has no information on usersÕ location, it should just
disregard movement information. We can also notice that, in
general, considering more than the last sample of battery level
only brings small improvements in terms ofR2. Furthermore,
from the conÞdence intervals in Fig. 3 we can see that a larger
amount of training data improves the stability of the prediction
and reduces its sensitivity to noisy input data, as expected.
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Figure 2: Comparison of the performance of several models by averaging results from 20 random training/testing subsets. The legend is shared by all the
plots. The commonly employed deterministic baseline "BaseFit" is reported in orange and is the worst method in general; for the last 3 plots theR2 metric
of the BaseFit algorithm is below! 0.5, therefore the curve does not appear in the speciÞed range. The yellow curve "LinReg" displays the performance of a
simple linear regression Þtting, while the blue line reports the accuracy of a KNN framework. Finally the efÞciency of an SVM is reported in green while the
performance of our Deep NN is purple.
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1 0.643 -0.0733 -0.293 -2.130 -3.508 0.642
2 -0.268 0.645 -0.581 -4.083 -6.479 -0.048
3 -0.195 -0.074 0.687 -2.490 -3.865 0.514
4 -0.121 -0.068 -0.220 0.664 -3.173 0.714
5 -0.110 -0.067 -0.223 -1.715 0.703 0.729
6 -0.070 -0.101 -0.423 -0.335 0.670 0.761

All 0.308 0.371 -0.167 -4.693 -3.725 -0.711

Table II: R2 values of DNNs with about 3 months worth of training data.
Each column reports the results of the testing on a different user, while the
rows specify the user on which the training is performed. For the last row, the
training is carried out by mixing data from all six students.

work [23]. The test set corresponds to 10% of the available
data for each user.

IV. RESULTS

We compare our prediction model with a baseline method
that is very similar to the estimation that is adopted in todayÕs
smartphones. This deterministic method consists of taking the
last 5 samples of the battery level history and obtain a linear
approximation of the discharge pattern via Least Squares linear
Þt [13]. The linear approximation is then used to estimate
the remaining charge duration (basically, the same method we
used to extrapolate the charge lifetime in our training dataset).
We also compare the performance of our DNN with SVMs,
KNN regression and Linear Regression using the same input
features and training/test sets. The plots shown in Fig. 2 conÞrm
that, for all the 6 users of the considered dataset, the machine
learning models in general have better performance than the de-
terministic baseline method and, among the considered machine
learning techniques, the DNN achieves the best performance.

A. Prediction performance and generalization

The fully trained DNNs reached a mean coefÞcient of
determination of 0.7835, with a peak of 0.8620 for a user whose
dataset was particularly clean, with fairly regular battery usage
patterns.

As Fig. 2 shows, the deterministic battery estimation
paradigm is inefÞcient, as it bases its prediction only on
the recent battery history, without considering more general
patterns which can instead be accounted for by using location
and time-based information that is available at almost no cost
in every modern mobile device [24]. The clear advantage of
such a model, however, is that it does not require any training.

In order to test the generalization/discrimination capabilities
of our model, we trained the DNN using the data of a single
user and tested its prediction performance on the data of any
other user. The results of this test are shown in Tab. II, where
each row reports theR2 obtained for the different users when
the network was trained with the data of the user in the
corresponding row. The last row reports the results obtained
when training the network with a mix of the data of all the
users. It is clear that the DNN generally performs poorly if
trained on a user and tested on a different one, while the
performance is good when training and test data are from the
same user1. Moreover, the low performance values reported in
the last row of the table conÞrm that our model must be trained
only on personal data, otherwise it cannot learn accurately a
userÕs personal patterns nor provide reliable predictions. This
proves that our model can learn a userÕs behavior properly

1Disjoint portions of each dataset are used for training and testing.
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*Not used in this experiment


