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5G is a powerful engine…

… but the engine is not enough to build a winning race car!

Old & rusty transmission, 
shell and wheels deliver 
an underwhelming
performance even 
with a powerful engine

We discovered that 5G severely underperforms if not 
properly integrated with the rest of the network

This research project  designs
networks and algorithms that match

the capabilities of 5G  

The optimization of complex end-to-end networks with 5G base stations 
requires a comprehensive approach

• Next generation of cellular networks
• Market deployment 2019 (USA), maturity 2025-2030
• Enables services worth $123.27 billion (automotive, 

VR)
• Ultra-high data rates with mmWaves (up to 20 Gbps)
• Ultra-low latency in the radio access (< 1 ms)
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Fig. 10: Example of predicted vs true time series, for L = 3 (i.e., 15 minutes ahead), W = 3 and the cluster-based GPR on

two base stations for cluster 0.

seen, the true time series has some daily patterns, but are also quite noisy. As a consequence,

the predicted time series manage to track the daily pattern, but cannot predict the exact value

of the number of users. This is more evident when the number of UEs is low, as in Fig. 10b,

which also exhibits smaller daily variations.

Besides the use case described in Sec. V, the prediction of the number of users in a base

station can be used to optimize the performance of the network in a number of different ways:

for example, it can enable predictive load-balancing, bearer pre-configuration, scaling of RAN

resources, sleeping periods for base stations, and so on. We believe that the increase in the

prediction accuracy that the cluster-based method yields can be beneficial to practically enable

these anticipatory and prediction-based optimizations.

VII. CONCLUSIONS

Machine learning, software-defined networks and edge cloud will be key components of the

next generation of cellular networks. In this paper we investigated how these three elements

can be jointly used in the system design for 5G networks, providing insights and results based

on a dataset collected from hundreds of base stations of a major U.S. cellular network in two

different cities for more than a month.

After reviewing the relevant state of the art, we investigated how it is possible to practically

introduce machine learning and big-data-based policies in 5G cellular networks. We proposed an

overlay architecture on top of 3GPP NR, in which multiple layers of controllers with different

functionalities are used to collect the data from the RAN, process it and use it to infer intelligent

policies that can be applied to the cellular network. Moreover, we discuss the problem of how
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Feb. 23rd, 19:00 Feb. 24th, 19:00 Feb. 24th, 19:20

Route R1 R2 R3 R4 R1 R2 R3 R4 R1 R2 R3 R4

Ŝ [Mbit/s] 1.93 2.51 2.36 2.74 1.72 2.00 2.28 2.89 2.05 2.49 1.98 2.86

D
o,max

[s] 133.47 157.8 172.5 171.2 152.4 157 148.8 169.1 152.1 123.7 172.5 116.7

Fig. 7: Average throughput Ŝ and maximum outage duration D
o,max

on the four itineraries from Fig. 6, for different departure

times in February 2017. For the three routes with a similar duration, the colored cells represent the best route for the metric of

interest.

in which the user is offered a zero throughput, for example, because it is too far from the base

stations, or the interference from the neighbors is too strong, and thus CQI 0 is selected. A

high average throughput is desirable for web browsing, video and audio streaming, while a short

maximum outage duration is preferable, for example, to attend conference calls.

As seen in Fig. 7, the fastest route (i.e., route 1, in blue), is not always the one offering the

best service in the three departure times considered. Let’s first consider the first three routes, i.e.,

those with a similar travel time, for which the user would not need to choose between network

performance and desired ETA. In this case, the best route changes at different departure times:

for the throughput, on Feb. 23rd, 19:00, route 2 (red) is better than the others, while in the next

day at the same time the best itinerary is route 3 (green). When considering also the longest

route, which still leads from the origin to the destination, but takes 50% more time than the

shortest, it can be seen that it always offers the highest average throughput, but, in some cases,

is one of the worst in terms of maximum outage duration.

This example shows that, according to the users’ needs, it is possible to identify and select

different routes that have a different performance in terms of throughput and outage. Moreover,

the routes are ranked differently according to various departure times. Therefore, simply applying

the analytics given by the average statistics from the previous days may not yield reliable results

in terms of routes ranking. This makes the case for adopting medium-term prediction techniques

to forecast the expected value of the metrics in the time interval in which the user will travel,

based on the actual network conditions for the same day.

VI. PREDICTING NETWORK KPIS USING CONTROLLERS

In this section, we discuss the accuracy that can be achieved in the prediction of the number

of users in each cell. This metric, as shown in Sec. V, can be used to predict useful KPIs
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HH at larger network delays. While this gain is relatively
small, it should be stated that the goodput here is measured
on average for the entire runs where handover events are
relatively infrequent. Thus, the di�erence in average through-
put is not large. We will see in the next section that the more
signi�cant gain is in latency. In general, the dual connec-
tivity option manages to complete the handovers between
mmWave base stations or the switches across RATs in a
shorter time, with fewer packet losses, therefore it sustains a
generally higher goodput. However, the single connectivity
solution manages to reach a better performance when there
is a short interval of time with the channel in LOS condition
and the user does not change the serving base station. In
this case, indeed, the overall latency of the single connec-
tivity option is smaller than that of the dual connectivity
deployment2, therefore the congestion window grows more
quickly. In the scenario with Nobs = 5 and the ES, we ob-
served that, if the same latency is considered in the �xed
part of the network, then the solution with dual connectivity
gains on average 400 Mbit/s (20%) with respect to the single
connectivity architecture.

Finally, the number of obstacles Nobs plays a major role in
the achievable goodput, which is up to 2 times higher with
5 obstacles than with 15. In the �rst case, indeed, there is a
higher probability of having a LOS channel, thus a higher
data rate available at the physical layer.

4.3 Latency
Fig. 5 reports the boxplots for the RAN latency of successfully
received packets at the PDCP layer, for di�erent mobility
management schemes and di�erent values of Nobs. It can be
immediately seen that adapting the serving base station to
the best one available not only increases the goodput, but
also reduces the latency. The handover procedures may occa-
sionally introduce additional latency because of the handover
interruption time (i.e., the interval from the detachment from
the source base station and the connection to the target one),
but they are necessary to track the best serving base sta-
tion and thus increase the probability of being connected
with a LOS link. Therefore, the packet transmissions bene�t
from the higher available data rate from the lower number
of HARQ and RLC retransmissions. Moreover, thanks to a
dense deployment and to the handover or switch procedures,
it is possible to avoid outages and most of the LOS to NLOS
transitions that cause the bu�ering (and thus latency) at the
RLC layer that was measured in [22] in combination with
TCP as the transport layer, thus containing the bu�erbloat
issue.

2At least with the core network architecture considered in this paper and
described in Sec. 3. It is due to the forwarding latency on the X2 link from
the PDCP layer in the LTE base station to the mmWave base station.
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(b) Nobs = 5 random obstacles.

Figure 5: RANone-way latency for the three di�erentmobilityman-
agement schemes, with a di�erent number of obstacles Nobs. Notice
that the y-axis is in logarithmic scale.

Finally, if we consider the two architectures in which the
handovers are allowed, the one with dual connectivity man-
ages to keep the latency at a minimum, and with a smaller
variability as shown by the boxplots, thanks to the faster
handover or RAT switch procedures [11].

4.4 RLC AM and RLC UM
In the previous sections, we considered the Acknowledged
Mode of RLC, since it is usually combined with TCP, while
the Unacknowledged Mode (UM) is used with best e�ort pro-
tocols, since it does not provide retransmissions. However,
thanks to the lack of RLC layer retransmissions and the need
for packet reordering at the receiver, the UM reduces the
latency, and has a smaller impact on the X2 links during the
handover and switch events, since with RLC AM both the
transmitted but not acknowledged and the not-yet transmit-
ted packets are forwarded from the source to the target base
station, while with RLC UM only the latter are forwarded.
Fig. 6 shows the goodput (solid bars) and the latency (dotted
bars) for the Edge Server scenario, i.e., the one in which the
TCP control loop is as short as possible. It can be seen that, as
expected, RLC AM yields a higher goodput at the price of an
increase in the RAN latency. Moreover, the drop in goodput
of RLC UM is more noticeable with the DC architecture, since

Latency reduction

TCP suffers the variability of the 5G 
mmWave channel: high latency and low 

rates

Protocol used for browsing, 
video streaming 
(90% of Internet traffic)

milliProxy exploits cross-layer information 
to reduce end-to-end latency (up to 43 

times) and improve the throughput
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Figure 5: Comparison of goodput and Radio Access Network (RAN) latency
with and without milliProxy, for different buffer sizes B.
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B
RLC

= 10 MB 11.8008 4.7547 2.5574 1.9888
B

RLC

= 20 MB 43.3299 11.5578 5.8104 3.6988

(a) RAN latency reduction when using milliProxy, i.e., ratio between the latency
with TCP NewReno and that with milliProxy.
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B
RLC

= 10 MB 1.1941 1.6875 1.7202 2.2430
B

RLC

= 20 MB 1.0135 1.1448 1.0765 1.9901

(b) TCP goodput gain when using milliProxy, i.e., ratio between the goodput
with milliProxy and with TCP NewReno.

Table II: Goodput and latency performance gains with milliProxy.

A comparison between different configuration options for
milliProxy is given in Fig. 6. In particular, we are interested in
studying the sensitivity of goodput and latency with respect to
the delay D

info

in the acquisition of the cross-layer information
from the gNB: it is equal to 0 when milliProxy is deployed in
the gNB, and greater than 0 when installed in a node in the core
or edge network. We consider D

info

= 3 ms, i.e., we assume
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Figure 6: Comparison of goodput and RAN latency with different milliProxy
configurations. D

info

represents the latency needed to forward the cross-layer
information from the gNB to milliProxy, T

info

is the periodicity at which this
information is collected.

that the latency between the proxy deployed in the core/edge
network and the gNB will be smaller than 3 ms. As shown in
Fig. 6, the two tested configurations have a similar behavior
in terms of both goodput and latency, showing that milliProxy
is robust with respect to different possible deployments in the
edge network or in the gNBs.

V. CONCLUSIONS

In this paper we introduced milliProxy, a novel proxy de-
signed to enhance the performance of TCP in mmWave cellular
networks. We described the main challenges related to the
usage of TCP on top of mmWave links, and the main proxy
designs from the literature. MilliProxy splits the TCP control
loop in two segments, while keeping the end-to-end semantics
of TCP. It has a modular design, which enables the use of
different MSS values and flow window management algorithms
in the two portions of the connection (i.e., wired and wireless).
The window control policy can benefit from the interaction of
milliProxy with the protocol stack of the mmWave networks,
which enables cross-layer approaches. We showed how a FW
policy based on the BDP of the end-to-end connection allows a
reduction in latency of up to 10 times or an increase in goodput
of up to 2 times with respect to traditional TCP NewReno, as
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