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Outline

§ Contribution

§ ns-3 simulator

§ Interaction with lower-layer retransmissions

§Multipath TCP (MP-TCP):
§ The protocol
§ LTE or mmWave as secondary path?
§ Coupled or uncoupled congestion control?

§ Conclusions
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TCP in mmWave networks

§mmWave links 
§ blockage and link disruption
§ bandwidth fluctuation in LOS/NLOS transitions

§ TCP suffers: suboptimal performance and 
waste of resources
§ Long time to recover full throughput after an 

outage
§ Very high RTT in NLOS + bufferbloat

[3] Zhang et al., Transport Layer Performance in 5G mmWave
Cellular
[4] Zhang et al., The Bufferbloat Problem over Intermittent Multi-
Gbps mmWave Links
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Contribution

Use the Linux kernel TCP/IP stack and the NYU 
mmWave module to:
1. Measure how different lower-layer 

retransmission mechanisms (HARQ, RLC) 
impact TCP throughput and latency

2. Study the performance of MP-TCP on 
combined mmWave and LTE links
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ns-3 simulator

§ ns-3 NYU mmWave module
§Dual Connectivity extension from [5]
§ Integration with DCE

§ It allows to connect ns-3 to the Linux TCP/IP stack
§ LibOS provides the Linux kernel (4.0) as a library
§ Use applications such as iPerf, wget

[5] Michele Polese, Marco Mezzavilla and Michele Zorzi, Performance
Comparison of Dual Connectivity and Hard Handover for LTE-5G Tight
Integration, 2016 EAI International Conference on Simulation Tools and
Techniques (SIMUTools), Prague, Czech Republic, 2016
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ns-3 simulator

UE mmWave + LTE eNB SGW/PGW Remote server

ns-3 mmWave module

Linux kernel Linux kernel
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Lower-layer retransmissions
§ Typical throughput-latency trade-off

§ MAC and RLC layer retransmission mechanisms avoid 
packet loss –> increase TCP throughput

§ Retransmissions -> increase latency
§ For long flows HARQ is the most effective retx

mechanism
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Lower-layer retransmissions

§ Retransmissions help also for short flows (i.e., 
download time of a small file)
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Figure 3: Latency throughput tradeoff for TCP CUBIC, with and without the different
retransmission mechanisms of the mmWave protocol stack.
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Figure 4: Download time as a function of the file size and of the distance, for TCP CUBIC
with and without lower-layer retransmissions.

(from 1 MB to 10 MB) using wget (the file is hosted in
the UE and retrieved by the remote server, in order to be
consistent with the previous uplink simulations). The results
show that lower-layer retransmission mechanisms help decrease
the download time, and that the performance gain increases as
the distance and the file size increase. Moreover, the difference
between the download times with RLC AM and with RLC UM
(no retransmissions) is more noticeable than that between the
throughput values of Fig. 1, showing that for short-lived TCP
sessions it is important to perform retransmissions as fast as
possible, i.e., at a layer as close to the radio link as possible.

These results are well known when applied to traditional LTE
networks [15], but these are the first simulations that show how
much TCP depends on lower-layer retransmissions in mmWave
networks, using the real Linux TCP/IP implementation. They
show that, also in mmWave networks, the support of lower-
layer retransmission mechanisms is fundamental for reaching a
high TCP throughput even at large distances between transmit-
ter and receiver, at the price of additional latency. In particular,
in the simulated scenario the most effective retransmission
scheme is HARQ at the MAC layer, since it provides the great-
est throughput gain, but also the acknowledged mode of the
RLC layer helps improve the performance of the mmWave link
by reducing the download time for short-lived TCP sessions.

IV. MULTIPATH TCP
Multipath TCP (MP-TCP) has been proposed as a way

of allowing vertical and seamless handovers between cellular
networks and Wi-Fi hotspots and is currently under discussion
for standardization at the IETF. It may also be used to provide
path diversity in mmWave cellular networks. The three main
design goals of MP-TCP are [16]:

1) Improve throughput: an MP-TCP flow should perform at
least as well as a traditional single path TCP (SP-TCP)
flow on the best path available.

2) On shared links, MP-TCP should not get more resources
than standard TCP flows.

3) MP-TCP should prefer less congested paths, subject to the
previous two conditions.

There are three RFCs that describe MP-TCP [16]–[18].
They discuss the signaling and setup procedures [17], the
architectural choices for the deployment of MP-TCP [18], and
a congestion control (CC) algorithm [16]. Finally the document
in [19] discusses the impact on the application layer.

There are several studies that propose coupled congestion
control algorithms for MP-TCP connections. By coupling over
the different subflows, the authors of [16] claim that it is
possible to reach goals 2 and 3 above. In particular they propose
a first coupled CC, that is however criticized in [20] and in [21],
because it (i) transmits too much traffic on congested paths and
(ii) is unfriendly with respect to SP-TCP. Therefore two more
coupled CC were proposed:

• In [20] the Opportunistic Linked Increases Algorithm
(OLIA) is designed to overcome these two issues, but
presents non-responsiveness problems with respect to con-
gestion changes in the subflows;

• In [21] the Balanced Linked Adaptation algorithm
(BALIA) addresses both the problems of the original CC
and those of OLIA. In particular, the parameters of the
protocol are derived through a theoretical analysis of the
performance of multipath congestion control algorithms.

However, these schemes are based on the legacy design of
Reno and New Reno congestion control algorithms (Additive
Increase - Multiplicative Decrease, AIMD), which are shown
to suffer from the highly dynamic behavior of mmWave links
more than the newer TCP CUBIC congestion control algo-
rithm [4].

MP-TCP could be used as an end-to-end solution for multi-
connectivity, i.e., next generation mobile devices may connect
both to an LTE and to a mmWave eNB, or to two or more
mmWave eNBs with no need for coordination at the lower
layers. However, there are some issues with its performance
in mmWave networks, as we will show in the following
paragraphs. In this performance evaluation campaign we used
the real Linux implementation of MP-TCP (v0.90), which
includes several CC algorithms, namely the original coupled
CC, OLIA, BALIA, uncoupled (with any desired TCP flavor,
e.g., CUBIC), and others. We co-deploy an LTE eNB and a
mmWave eNB, or a mmWave eNB capable of transmissions at
different frequencies (28 and 73 GHz, with the same bandwidth
and the maximum number of antennas available in the ns–3
NYU simulator), and vary the distance of the multi-connected
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Multipath TCP (MP-TCP)

§ Modern devices have multiple network interfaces 
§ MP-TCP allows seamless vertical handover
§ We use it to provide path diversity in LTE + mmWave

cellular networks
11/04/17, 09:36Preview

Pagina 1 di 1about:blank

Internet
LTE 

(or mmWave 73 GHz)

mmWave 28 GHz

MP-TCP path 1

MP-TCP path 2
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Multipath TCP design

§Design goals
§ Improve throughput – perform at least as well as 

the best single path TCP (SP-TCP) flow 
§ Be fair – on shared links, do not get more 

resources that SP-TCP flows
§ Avoid congestion – prefer less congested paths 

among the available ones

§ Transparent to the application (TCP socket)
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Multipath TCP flow setup
§ Different IP addresses signal the presence of multiple 

interfaces
§ An additional three-way handshake is needed because 

of middleboxes
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MP-TCP congestion control

§ Coupled vs uncoupled CC:
§ Coupled -> congestion on one flow has impact 

also to the other ones
§ Uncoupled -> each flow is independent (e.g., it can 

run any SP-TCP CC, like CUBIC)

§We will consider:
§ Uncoupled with TCP CUBIC
§ Coupled with BALIA – the state of the art CC 

algorithm for MP-TCP, but based on the design of 
NewReno (AIMD)
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Secondary path: LTE or mmWave?

Dashed -> 28 GHz mmWave + LTE
Solid -> 28 GHz mmWave + 73 GHz mmWave
Dotted -> 28 GHz mmWave single path
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Secondary path: LTE or mmWave?

Contribution of the two paths to the total throughput
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CC: coupled or uncoupled?

Blue -> CUBIC uncoupled CC
Red -> BALIA coupled CC
Black -> SP-TCP (CUBIC)



CS
C	
–
SM

C	
Gr
ou

p
IE

EE
 IN

FO
CO

M
 2

01
7

CC: coupled or uncoupled?
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(a) OLIA CC
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(b) BALIA CC
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(c) CUBIC uncoupled CC
Figure 8: Throughput over time for the two subflows, for different MP-TCP CC algorithms.

load times, there are two different outcomes according to the
file size. As shown in Fig. 9a, when the file is smaller than 1
MB the BALIA coupled congestion control algorithm exhibits
a slightly smaller download time than the CUBIC uncoupled
CC. Instead, when the file is larger than 5 MB, as in Fig. 9b,
the MP-TCP solution with CUBIC as CC mechanism manages
to download the file in less than a fifth of the time required
by MP-TCP with BALIA. This behavior can be explained
by considering the shape of the window growth function of
CUBIC, which recalls a cubic function, i.e., flat at the beginning
and then rapidly increasing.

The main conclusions from this performance analysis of MP-
TCP for mmWave networks are that at larger distances and
for long-lived TCP sessions it is preferable to use a more
stable LTE-like link, and that the deployment of MP-TCP
coupled congestion control algorithms on mmWave links is
not able to satisfy the original design goals of [16]. A possible
improvement of MP-TCP CC algorithms should adapt the TCP
CUBIC scheme to a coupled scenario, so that the reactiveness
and stability of TCP CUBIC enhance the performance of the
transport protocol while not harming other legacy TCP flows.

V. MULTI-CONNECTED UE WITH ACKS ON LTE AND DATA
ON MMWAVE

In this section, we test the performance of another kind of
multipath deployment. The UE receives downlink data from
the eNB on a mmWave connection, and sends the TCP ACKs
either on LTE or on the same mmWave link. We consider a
mobility scenario, with the eNB at coordinates (�1, 20) m
and the UE moving from (151, 0) m to (151, 40) m at speed
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(a) Small file size.
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(b) Large file size.
Figure 9: Download time as a function of the file size and of the distance, for MP-TCP
with secondary subflow on LTE and CUBIC or BALIA CC.
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Figure 10: Random realization of the simulation scenario. The grey rectangles are 10
randomly deployed non-overlapping obstacles (e.g., cars, buildings, people, trees).

s 2 {2, 5} m/s. 10 small obstacles are deployed randomly in
the area between the eNB and the UE, and the simulations
exploit an ns–3 channel model that uses real traces to model
the LOS to NLOS (or vice versa) transitions [12]. An example
of random deployment is shown in Fig. 10.

The results of these simulations are shown in Fig. 11 for
different RLC buffer sizes (2, 20 MB) and UE speed s (2, 5
m/s). It can be seen that with a larger buffer the throughput is
slightly higher when sending the ACKs on the LTE connection,
while with the smaller one it is preferable to use the mmWave
connection, but the throughput is 100 Mbit/s lower. Indeed,
when the buffer is small there is a need for more timely updates
of the TCP congestion window, since there are more chances
to cause buffer overflow and lose packets. If LTE is used,
the latency of the ACKs increases, therefore the timeliness

§ Evolution of the two paths 
over time, d = 150 m

§ t = 7 s -> OLIA and BALIA 
steer all the traffic to the LTE 
link (already saturated)

§ Similar behavior observed in 
[6] in a wired network

[6] Peng et al., Multipath TCP: 
Analysis, Design and Implementation
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MP-TCP takeaways

1. At large distance, LTE is better than 
mmWave as secondary flow
§ TCP performance is boosted by a stable LTE link

2. The currently available CC algorithms do not 
respect MP-TCP design goals
§ Uncoupled harms SP-TCP flows on shared 

bottlenecks
§ BALIA coupled has smaller throughput than SP-

TCP in some cases
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Conclusions

§Realistic simulations with Linux TCP/IP
stack

§Lower-layer retransmissions increase 
throughput – and latency

§MP-TCP could provide end-to-end path
diversity but the current CC algorithms are 
not suited for mmWave links
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