
Reliable Video Streaming over mmWave
with Multi Connectivity and Network Coding

Matteo Drago, Tommy Azzino, Michele Polese, Čedomir Stefanović∗, Michele Zorzi
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Abstract—The next generation of multimedia applications will
require the telecommunication networks to support a higher
bitrate than today, in order to deliver virtual reality and ultra-
high quality video content to the users. Most of the video content
will be accessed from mobile devices, prompting the provision of
very high data rates by next generation (5G) cellular networks.
A possible enabler in this regard is communication at mmWave
frequencies, given the vast amount of available spectrum that
can be allocated to mobile users; however, the harsh propagation
environment at such high frequencies makes it hard to provide
a reliable service. This paper presents a reliable video streaming
architecture for mmWave networks, based on multi connectivity
and network coding, and evaluates its performance using a novel
combination of the ns-3 mmWave module, real video traces and
the network coding library Kodo. The results show that it is
indeed possible to reliably stream video over cellular mmWave
links, while the combination of multi connectivity and network
coding can support high video quality with low latency.

This paper was invited for presentation at the 2018 IEEE International Conference on
Computing, Networking and Communications (ICNC), March 2018, Maui, Hawaii, USA.

I. INTRODUCTION

By 2019, 80% of the global Internet consumption will be
video content, and 66% of it will be accessed from mobile
devices [1]. Moreover, virtual reality applications are becoming
more popular, requiring very high data rates, in the order of
gigabits per second, and low latency, possibly below 10 ms [2].
Therefore, video and multimedia streaming will be an essential
application of the next generation of wireless networks (5G)
and of one of its key technological components: mmWave com-
munications. By using the vast amount of available spectrum
at these frequencies, future mobile networks will be able to
provide much higher cell data rates to the users, satisfying the
increasing demand for high data rates.

The communication at mmWave frequencies, however, in-
troduces several challenges related to the harsh propagation
conditions at such high frequencies [3]. The propagation loss
is much higher compared to the conventional sub-6 GHz band,
thus beamforming techniques and a higher network density are
needed to overcome the pathloss. Moreover, mmWave links are
sensitive to blockage from a wide range of materials, such as
brick and mortar, but also the human body [4]. These issues
have an impact on the link capacity, and consequently on the
overall end-to-end quality of experience perceived by the final
user. For example, there is a 30 dB difference between the
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received Signal to Interference plus Noise Ratio (SINR) in Line
of Sight (LOS) and Non Line of Sight (NLOS), with a resulting
variation of the data rate offered at the physical layer, as well
as possible packet loss.

In order to provide high quality video streaming, besides
the high data rate available at mmWave frequencies, there
is a need for reliability, low packet loss and a stable data
rate. Moreover, live video streaming also demands low la-
tency. Motivated by these requirements, we propose in this
paper a video streaming architecture that can provide reliable
transmission over mmWave links coupled with low latency.
The proposed solution exploits (i) multi-connectivity between
the Long Term Evolution (LTE) and mmWave Radio Access
Networks (RANs), to provide continuous coverage with LTE
and high capacity with mmWave, and (ii) network coding,
in order to simplify the management of the transmission on
multiple links and provide additional robustness. We evaluate
the performance in terms of packet loss, latency and video
quality using a novel framework that combines for the first
time the ns-3 mmWave simulator [5] with real video traces
and a network coding library [6]. The results verify that the
proposed solution provides a high level of video quality with
low delays.

The rest of the paper is organized as follows. Sec. II provides
an overview of the state of the art. Sec. III describes the
proposed video streaming architecture, and Sec. IV reports the
results of the performance evaluation. Finally, conclusions and
possible extensions are provided in Sec. V.

II. STATE OF THE ART

In the literature, there are both research results and com-
mercial products for indoor applications of video streaming at
mmWaves, with a limited range and based on either proprietary
technologies [7] or IEEE 802.11ad [8]. In [9], the 60 GHz band
is shown as a candidate for the transmission of uncompressed,
high quality video up to 3 Gbit/s. In an indoor environment,
mmWave links can also be configured to stream virtual reality
content from a local server to the headset [10]. However, the
evaluation of the end-to-end performance of applications in
mmWave cellular networks is a research area still in its infancy,
given the lack of large mmWave cellular network testbeds or
deployments.

In conventional LTE cellular networks, network coding has
been studied as an enabler of high quality video streaming. The
authors of [11] propose to use it as an error correction technique
in the LTE RAN, and re-design the Medium Access Control
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Figure 1: Video Streaming Architecture.

(MAC) layer in order to use network coding instead of the
traditional Hybrid Automatic Repeat reQuest (HARQ) mech-
anism for multimedia traffic. A similar proposal for WiMAX
can be found in [12]. In [13], network coding was shown to
increase the efficiency of resource allocation when used for
video broadcasting in LTE.

To the best of our knowledge, the combination of multi con-
nectivity and network coding at mmWaves for video streaming
has not been studied yet. Multi connectivity was studied in [14]
to satisfy the quality of service constraints of video streaming,
but without network coding and at sub-6 GHz frequencies. On
the other hand, a packet-level encoding technique similar to
network coding (i.e., the Luby Transform codes) was used
on top of UDP on a mmWave link in [15], to increase the
connection goodput with respect to TCP, but not for video
streaming and without multi connectivity.

III. ARCHITECTURE

In this section, we present the proposed architecture for
video streaming in a mmWave cellular network scenario. As
shown in Fig. 1, the intelligent distribution policy is located
in the Video Streaming Server (VSS), which can be deployed
either in the operator’s core network as a caching server, or in
the public internet. A middle layer (called video distribution
layer) to manage network coding, any retransmissions, and the
multiple interfaces to the different RANs is placed between
the encoding layer, which generates video frames, and the
transport layer. Both UDP and TCP have been used as transport
protocols for video distribution: for example the Dynamic
Adaptive Streaming over HTTP (DASH) protocol [16] relies
on TCP, while the Real Time Streaming Protocol (RSTP) [17]
can operate on both. In our framework we consider UDP for
two reasons. The first is that the reliability typically offered by
TCP is provided in our architecture by network coding at the
middle layer, and the second is that the performance of TCP
on mmWave links has a number of limitations, mainly related
to the bufferbloat phenomenon in LOS to NLOS transitions
(i.e., the latency and the jitter on the link increase) and low
efficiency in terms of throughout with respect to the data rate
achievable by a mmWave link [18], [19].

In the next paragraphs, we describe how each of the three
components of our solution (i.e., multi connectivity, network
coding and the video transmission policy) are engineered to
yield the best performance for the final user.

A. Multi Connectivity
The possibility of using multiple network interfaces at the

same time is an emerging paradigm in wireless and data
center communications [20]. In particular, the modern smart-
phones are generally equipped with multiple radios and network
interfaces. In this paper, we use multi connectivity at the
application layer to communicate using different Radio Access
Technologies (RATs), such as LTE at sub-6 GHz frequencies
and New Radio (NR) at mmWave frequencies, in order to
benefit from (i) a more reliable end-to-end packet transmission
on LTE when the mmWave link is not available, and (ii) the
very high data rate of the mmWave connection when the link
quality is high enough. Moreover, the LTE connection is also
used to send feedback messages from the User Equipment (UE)
to the VSS to signal the availability and the quality of the
mmWave link. Contrary to what is proposed in [21], [22], the
integration is not in the cellular protocol stack but at a higher
layer, similarly to what happens with Multipath TCP [23]. This
makes the deployments of multi connectivity independent of the
choices of the network operator, and, as long as a final user can
use multiple independent radios in its smartphone, an over-the-
top video content provider can exploit multi connectivity in its
streaming application.

B. Network Coding
Network coding is a packet-level encoding technique that

combines source packets using algebraic operations in order to
increase the resilience with respect to packet loss in an efficient
way [24]. In our architecture, we rely on the rateless version of
Random Linear Network Coding (RLNC) [25], as it provides
a good trade-off between bandwidth efficiency, complexity and
delay, compared to other network coding or forward error
correction strategies [26]. The network coding library chosen
for this paper is Kodo [6].

With RLNC, the packets generated by the video encoding
layer are grouped into generations, i.e., sets of K packets meant
to be encoded together, where K is the generation size. For each
generation, coded packets are obtained as independent random
linear combinations of the K packets, where symbols, coeffi-
cients and all operations are defined in the Galois field with q
elements, Fq . As a result, every encoded packet is an equally
useful representation of the packets from the generation, such
that the decoder is able to decode the original information using
any combination of (slightly more than) K encoded packets.
The number of encoded packets that can be generated from K



packets, i.e., the RLNC code rate is not fixed. If some packets
are lost on the mmWave link, it is possible to produce newly
encoded packets without re-encoding and retransmitting the
whole generation. This is the rateless property of the encoding
scheme.

When an encoded packet is produced, it can be immediately
transmitted. The decoder collects encoded packets, and needs
to receive at least K packets to attempt a successful decoding.
At the decoder side, the original packets are retrieved through
Gaussian elimination, by constructing a decoding matrix with
the linearly independent encoded packets that have been suc-
cessfully received. Since the encoding coefficients are randomly
chosen, it is not guaranteed that each encoded packet will be
linearly independent of the others, and thus that the original
payloads will be re-constructed given K encoded packets. In
order to increase the decoding probability, in our design we
send N ≥ K encoded packets and start decoding on-the-fly as
soon as K packets are received.

There are trade-offs between (i) the latency and the decoding
probability, which both increase with the generation size K,
and (ii) the decoding complexity and the decoding probability,
which both increase with the field size q [27]. We test two
different configurations: configuration LC (K = 40, q = 4),
which offers low latency and decoding overhead at the cost of
a lower probability of successful decoding; and configuration
HC (K = 100, q = 8) where the latency, overhead, and also
the probability of successful decoding are increased.

Finally, network coding simplifies the management of multi
connectivity, since the retransmissions do not need to be
performed on the path in which the lost packet was originally
transmitted, but the best available one can be used when
needed. In order to protect from both unsuccessful decoding
and packet loss on the wireless link, N is set to respectively
1.2K or 1.1K when the mmWave or the LTE link is used.
Transmissions of additional, newly encoded packets can be
triggered, up to a maximum number of 5 attempts.1

C. Video Encoding Policy

The video is encoded using the H.264/Advanced Video
Coding (AVC) standard [28] with the Scalable Video Coding
(SVC) extension [29]. This framework provides the possibility
of avoiding the transmission of some portions of the video bit
stream in order to adapt the source rate to the channel capacity
or to the needs of the end users: this property has been referred
to as scalability. The source content can be divided into subsets
with a reduced picture size (spatial scalability) or lower frame
rate (temporal scalability). In the time domain, it is possible
to identify key frames that will carry most of the content, and
enhancement frames that are placed between two key frames
and can be discarded (with a loss of quality). The different
kinds of frames belong to different temporal layers. The key
frames are part of the temporal base layer, and two of these
frames together with a set of enhancement frames form a Group
of Pictures (GOP). In the spatial domain, the scalability makes
it possible to code two or more versions of the same video at

1Strictly speaking, the proposed scheme is not fully rateless, as the number
of generated encoded packets has an upper limit due to latency constraints.

different resolutions in a unique bit stream, which is therefore
composed of different layers corresponding to different spatial
resolutions (i.e., a spatial layer). According to the H.264/AVC
standard, the bit stream generated by the encoder is divided
into Network Abstraction Layer Units (NALUs), each with
a payload containing a portion of the encoded video frame.
Each NALU is then split into packets of size P = 1000 bytes,
which are forwarded to the network coding layer. According
to the Non Overlapping Window (NOW) policy [30], the
network coding layer maps packets of different NALUs into
different generations, so that the encoding is independent for
each NALU.

In this paper, we consider a 50 Hz video with GOP of
16 frames [29], 5 temporal layers, and 2 spatial layers at a
resolution of 720p (base layer) and 1080p (enhancement layer).

IV. PERFORMANCE EVALUATION

A. Simulation Setup

The performance evaluation is carried out using the mmWave
module [5], [31] of the ns-3 simulator, which was integrated
with the Kodo network coding library [6] and several tools to
process the video traces.

The ns-3 mmWave module is equipped with a full 3GPP-
like cellular stack for both LTE and mmWave. It enables the
simulation of an end-to-end network, from the Video Streaming
Server to the UE, with a realistic channel model that is based
on the 3GPP specifications [32] and the possibility of adding
obstacles to model NLOS links. The simulated protocol stack
includes Physical (PHY) and MAC layers based on a low-
latency Time Division Duplexing (TDD) design, with optional
link-layer retransmissions at the MAC layer (using HARQ) and
at the Radio Link Control (RLC) layer. The scenario contains
a single cell with radius equal to 100 m and 5 users, 2 in LOS
and 3 in NLOS, which move at a random speed between 2 and
4 m/s around fixed positions in the cell. The main parameters
of the simulations are given in Table I.

In order to provide a realistic video streaming model, the
chosen video sample is first encoded in the format specified in
Sec. III-C, from which a bit stream is then generated using the
JSVM software [33]. Using our extension of the tool provided
in [34], the bit stream is adapted to the processing in ns-3.
The NALUs are then handled by the video distribution layer

Parameters Value

LTE carrier frequency (DL) 2.1 GHz
LTE carrier frequency (UL) 1.9 GHz
LTE bandwitdh 20 MHz
LTE downlink TX power PTX 43 dBm
mmWave carrier frequency 28 GHz
mmWave bandwidth 1 GHz
mmWave PTX 30 dBm
3GPP Channel Scenario Urban Micro
mmWave SNR Outage Threshold -5 dB
RLC buffer size BRLC 20 MB
RLC reordering timer 1 ms
RLC Buffer Status Report timer 2 ms
Number of UEs 5 (2 LOS, 3 NLOS)
VSS-UE latency 10 ms

Table I: Main simulation parameters
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Figure 3: NALU loss ratio for different configurations of the packet trans-
mission policy. NC FEC/RAN retx means that network coding error cor-
rection/RLC and HARQ retransmission are used, no NC FEC/no RAN retx
otherwise.

and transmitted in the simulation, and, at the UE, the correctly
received frames are first buffered and then played-out. The play-
out action in the simulation corresponds to writing the frame-
related information in an output trace, which is then processed
with the tool in [34] in order to allow the video reconstruction
and quality evaluation with FFmpeg [35]. The video buffer
considered in the simulation has a memory of 25 frames, i.e.,
500 ms of video.

B. Results

The metrics considered in this performance evaluation, ob-
tained via Monte Carlo simulations with 90 independent runs,
are (i) the NALU loss ratio; (ii) the application layer latency,
i.e., the delay between the time at which the video frame
is generated at the VSS and when it is consumed by the
application at the UE; and (iii) the average frame Peak Signal to
Noise Ratio (PSNR). The PSNR is a measure of the quality of
reconstructed video that is inversely proportional to the Mean

10 12 14 16 18 20
0

20

40

60

80

100

LC mmWave

HC mmWave

LC and HC

with multi

HC multi

LC multi

LC mmWave
HC mmWave

1

2

1

2

1

2

1

2

End-to-end latency [ms]

PS
N

R
[d

B
]

1 - No RAN retx, no NC FEC
2 - RAN retx, NC FEC

Figure 4: PSNR of the spatial base layer vs. latency for the configuration with
no RAN retransmission and no NC FEC (1) and the one with both RAN and
NC FEC (2).

Square Error (MSE) of the received frame R with respect to
the original frame I . Given the frame width W and height H
in pixels, the PSNR for frame n is given by [33]:

PSNR(n) = 10 log10
WH(28 − 1)2∑W

w=1

∑H
h=1[In(w, h)−Rn(w, h)]2

.

(1)
When there are no differences between the reconstructed video
frames and the original ones, the PSNR as in JSVM is assigned
the maximum value of 99.99 dB.

Fig. 2 and Fig. 3 compare the end-to-end latency and the
NALU loss ratio of different configurations. In particular, two
different kinds of error correction to compensate for the packet
losses are considered, via link-level retransmissions in the RAN
and/or by transmissions of additional NC packets (henceforth
denoted by NC FEC). When multi connectivity is not used,
RAN retransmissions do not significantly increase the latency,
but perform worse than the NC FEC in terms of NALU loss
reduction with respect to the no error correction case. The link-
level retransmissions are indeed more efficient with respect to
single-packet losses in the channel, while NC FEC protects
larger chunks of packets and can yield a lower NALU loss in
case of more extended bursty errors. The best performance in
terms of NALU loss when multi connectivity is not used is
achieved when combining both RAN retransmissions and NC
FEC, at the price of a modest increase in latency.

Multi connectivity, however, is the configuration that per-
forms best both for the latency and the NALU loss ratio. In
particular, multi connectivity makes it possible to continuously
transmit packets even when the mmWave link is in outage,
thanks to the LTE fall back and to the seamless switch enabled
by the fact that the UE is already connected to both RANs.
Therefore, as shown in Fig. 2, the average value of the latency
when RAN retransmissions and NC FEC are introduced does
not increase significantly, and is in general less than 2 ms
higher than the 10 ms delay introduced by the fixed backhaul
network. Additionally, the NALU loss with multi connectivity,
RAN retransmissions and NC FEC has very small values (in the
order of 10−5, as shown in Fig. 3), given that a more reliable
LTE link is used when the mmWave one is in outage.



Finally, Fig. 4 shows the trade-off between the average
end-to-end latency and the average PSNR of the spatial base
layer.2 It can be seen that the PSNR without error control
(points marked with “1”) is limited to about 26 dB because of
the relatively high NALU loss ratio, whereas the combination
of RAN retransmissions and network coding error correction
(points marked with “2”) is able to guarantee almost perfect
reconstruction (note that 100 dB is the conventional value given
by JSVM to error-free packet delivery). The figure also shows
that multi connectivity, while not necessarily needed for high
PSNR (which can be achieved even by a stand-alone mmWave
network), can be very effective in reducing latency, especially
in the presence of error control.

V. CONCLUSIONS

This paper investigates reliable streaming of high-quality
video over a mmWave link. The communication at such high
frequencies potentially enables the high data rates needed
to support the source rate of high quality videos. However,
challenges are introduced by the mmWave channel instability
and the possibility of outages. The proposed video streaming
architecture is based on a combination of network coding
and multi connectivity with LTE, which are managed by a
middle layer between the application and the transport lay-
ers. Multi connectivity avoids service unavailability during
mmWave outages, making it possible to support uninterrupted
video streaming, while network coding introduces additional
robustness against packet loss and simplifies the management
of multiple data paths.

The proposed solution was evaluated using a novel simu-
lation framework which joins the ns-3 mmWave module with
a realistic application layer based on real H.264 video traces.
This framework allowed us to investigate the application layer
performance using typical video metrics such as the NALU loss
ratio and the PSNR. The results confirm the benefit introduced
by multi connectivity, and show that network coding can help
reduce the NALU loss and increase the PSNR, especially when
the mmWave-only solution is used.

As part of our future work, we will study how it is possible
to achieve additional performance gain with network coding,
by investigating additional parameter configurations in order
to decrease the NALU loss without increasing the latency.
Moreover, we will extend the simulation framework to decode
also the spatial enhancement layer and better characterize the
PSNR of the received video.
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