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•IAB implementation in ns-3 mmWave
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3GPP NR: mmWaves in cellular networks

§Potentials
§Bandwidth
§Large arrays 

in small space

§Challenges
§High propagation loss
§Directionality
§Blockage

Unleashing the 3-300GHz Spectrum

With a reasonable assumption that about 40% of the spectrum in the 
mmW bands can be made available over time, we open the door for 
possible 100GHz new spectrum for mobile broadband 

• More than 200 times the spectrum currently allocated for this purpose below 3GHz. 

16Copyright © 2011 by the authors.  All rights reserved.

3GPP NR Rel. 15 will support frequencies up to 52.6 GHz
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Z. Pi and F. Khan, "An introduction to millimeter-wave mobile broadband systems," 
in IEEE Communications Magazine, vol. 49, no. 6, pp. 101-107, June 2011.



Backhaul for mmWave Deployments
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High propagation 
loss + blockage

High deployment 
density

? How is it possible to provide high-capacity 
backhaul in such a dense scenario?



Integrated Access and Backhaul

§Goals:
§ Provide backhaul in dense deployments without densifying the  

transport network
§ Support in-band and out-of-band backhauling
§ IAB nodes should be transparent to UEs (no difference for the 

handset)
§ Support multiple hops
§ Perform self-adaptation of topology
§ Reuse Rel.15 NR specifications
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3GPP Study Item for Release 16

3GPP, “Study on Integrated Access and Backhaul”, TR 38.874 – V0.4.0 Rel. 15



Integrated Access and Backhaul
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§Opportunities
§ mmWave: high bandwidth for backhaul + spatial reuse
§ In-band backhaul -> no need for multiple frequency licenses
§ Plug-and-play design – self-configuration of IAB nodes

§Challenges
§ Scalability
§ Efficient scheduling
§ Analyze cross-layer interactions

Our contributions:
• Extend ns-3 mmWave with IAB functionalities
• Evaluate end-to-end performance of IAB



IAB implementation in ns-3
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§ Implement an IAB protocol stack in ns-3
§ New NetDevice
§ New overlay class to handle wireless backhaul
§ Similar to 3GPP proposed architecture 2b [1]
§ Work in progress: track 3GPP SI to match functionalities
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[1] 3GPP, “Study on Integrated Access and Backhaul”, TR 38.874 – V0.4.0 Rel. 15



Single- and multi-hop support
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§ Realistic control plane operations
§ Control plane for IAB nodes on wireless links
§ GTP tunnels for forwarding of control-plane-related packets
§ Autonomous access and configuration procedures
§ Routing

Donor gNB
IAB node 1

IAB node 4

IAB node 2

IAB node 3

IAB node 5

IAB node 6

UE 2

UE 3

UE 1



IAB Scheduler

§ Scheduler is not specified by 3GPP – room for innovation
§ Dynamic scheduling: update according to traffic demand

§ In LTE, the backhaul/access partition is fixed

§ Spanning tree topology
§ Scheduled access – different from WiFi mesh
§ We focus on in-band backhaul  with a TDD PHY/MAC
§ Currently, we implemented TDMA multiplexing
§ Future work: exploit mmWave spatial multiplexing
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Look-ahead Backhaul-aware Scheduler

• Independent schedulers in each node
• Backhaul aware: 
• The scheduler in the IAB access is aware of the scheduling for the 

backhaul -> mark the resources as busy
• Look-ahead:
• Each IAB node must know in advance the scheduling of its parent
• Dynamic: update the look-ahead according to the depth of the tree
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Example

• Scheduling decisions for slot T
• Assuming a delay of 1 slot for the transmission of the scheduling 

decision from the parent to its children
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IAB Performance in grid scenario
• Preliminary evaluation: simple outdoor scenario

• From 0 to 4 IAB nodes
• 40 users randomly placed outdoor
• 3GPP channel model
• UDP traffic at rate ! ∈ 28, 224 Mbit/s per UE
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Parameter Value

mmWave carrier frequency 28 GHz
mmWave bandwidth 1 GHz
3GPP Channel Scenario Urban Micro
mmWave max PHY rate 3.2 Gbit/s
MAC scheduler Round Robin
Subframe duration 1 ms
Donor gNB to remote server latency 11 ms
RLC buffer size BRLC for UEs 10 MB
RLC buffer size BRLC for IAB nodes 40 MB
RLC AM reordering timer 2 ms
UDP rate R {28, 224} Mbit/s
UDP packet size 1400 byte
Number of independent simulation runs 50

TABLE I: Simulation parameters

donor wirelessly, thus this scenario only considers single-hop
transmissions.5 40 users are randomly placed outdoors using
the new ns-3 OutdoorPositionAllocator method, and
connect to the closest gNB, either wired or wireless. Each UE
downloads contents from a remote server at a constant rate
R = {28, 224} Mbit/s using UDP as transport protocol. These
two different source rates are used to test the network in dif-
ferent congestion conditions. Finally, the MAC layer performs
Hybrid Automatic Repeat reQuest (HARQ) retransmissions,
and the RLC layer uses the Acknowledged Mode (AM) to
provide additional reliability. The scheduler is Round Robin,
with the look-ahead backhaul-aware mechanisms described in
Sec. III-C. The other simulation parameters are in Table I.

We consider two different end-to-end metrics, i.e., the
experienced throughput and the application-layer latency av-
eraged over multiple independent runs. Fig. 4 investigates
three different throughput values for different source rates R
and varying the number of IAB relays. We observe that, for
the low source rate scenario (i.e., R = 28 Mbit/s), the total
throughput remains almost constant, while, in the congested
scenario (i.e., R = 224 Mbit/s) the rate progressively increases
with the number of relays. This shows that, in the considered
Manhattan scenario, the relays extend the area in which the
mobile terminals can benefit from the coverage of their serving
infrastructures and, in particular, have the potential to improve
the quality of the access link between the cell-edge users and
the donor gNB, thereby guaranteeing higher capacity.

The average latency is shown in Fig. 5. We see that, in
a Manhattan grid scenario, the average latency of the UEs
directly connected to the wired gNB decreases as a result of
increasing the number of wireless relays. Indeed, if the relays
are used, the wired gNB will serve fewer users, i.e., those with
the best channel quality, and will avoid allocating resources
to cell-edge users which, generally, require a high number of
HARQ and RLC retransmissions. Although these benefits are
particularly evident in the R = 224 Mbit/s case, a latency
improvement is also exposed for the non-congested scenario

5Although our simulator enables multi-hop relaying operations, for the
tractability of the simulation in this paper we only focus on single-hop
transmissions, and we leave the analysis of the multi-hop architecture as part
of our future work.
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Fig. 5: Average end-to-end latency for different source rate R and number
of relays. We report the average latency considering all the UEs, or only
those connected to the wired gNB or wireless relays. The dotted black line
represents the average latency of the configuration with 0 relays.

(i.e., R = 28 Mbit/s) when four relays are deployed.
On the other hand, from Fig. 5 we notice that the average

latency of the users attached to IAB nodes increases with
respect to the configuration without relays, especially when
just one or two wireless relays are deployed. This is mainly
due to the buffering that occurs in the backhaul. In an IAB
context, indeed, the backhaul and access resources are shared,
thus the IAB nodes and the UEs attached to the donor contend
for the same resources. With an RR scheduler, a similar
number of transmission opportunities is allocated to the IAB
nodes and to the UEs, but the relays generally have more data
to transmit than each single UEs. Consequently, the buffering
latency at the RLC layer of the relays increases. Nonetheless,
for the congested scenario (i.e., R = 224 Mbit/s), the overall
average latency when more than three relays are deployed (i.e.,
287 and 250 ms for three and four relays, respectively) is
equivalent or lower than that in the configuration with the
donor gNB only (i.e., 292 ms), as shown in Fig. 5.

The above discussion exemplifies how an IAB architecture
introduces both opportunities and challenges. From one side,
the deployment of wireless relays is a viable approach to in-
crease the coverage of cell-edge users, i.e., the most resource-
constrained network entities, thereby promoting fairness in



End-to-end Performance for IAB

§ Main findings:
§ For high source rate, the relays improve the UDP throughput by 

improving the link quality for cell-edge users
§ Offload the wired base station of cell-edge users -> lower latency 

for its UEs

Pe
rfo

rm
an

ce
 E

va
lu

at
io

n 0 1 2 3 4
0

1,000

2,000

Number of relays

Su
m

U
D

P
th

ro
ug

hp
ut

[M
bi

t/s
]

Donor gNB UEs, R = 224 Mbit/s Donor gNB UEs, R = 28 Mbit/s
IAB nodes UEs, R = 224 Mbit/s IAB nodes UEs, R = 28 Mbit/s
All UEs, R = 224 Mbit/s All UEs, R = 28 Mbit/s

Fig. 4: Sum end-to-end throughput for different source rate R and number of relays. The total throughput is the sum of the throughput of all the users, while
the wired (or IAB nodes) sum throughput refers to the aggregate throughput of UEs connected to the donor (or the relays, respectively).

0 1 2 3 4
0

100

200

300

Number of relays

A
ve

ra
ge

U
D

P
la

te
nc

y
[m

s]

Donor gNB UEs, R = 224 Mbit/s Donor gNB UEs, R = 28 Mbit/s
IAB nodes UEs, R = 224 Mbit/s IAB nodes UEs, R = 28 Mbit/s
All UEs, R = 224 Mbit/s All UEs, R = 28 Mbit/s

Fig. 5: Average end-to-end latency for different source rate R and number of relays. We report the average latency considering all the UEs, or only those
connected to the wired gNB or wireless relays. The dotted black line represents the average latency of the configuration with 0 relays.

communication latency, of mmWave nodes in an IAB scenario.
We showed that the IAB architecture may represent a viable
solution to efficiently relay the traffic of cell-edge users in
very congested networks.

This work opens up some particularly interesting research
directions. More specifically, we plan to investigate how to
design advanced backhaul path selection policies as well as
to determine the best degree of migration from a fully-wired
backhaul deployment to a wireless backhaul solution when
considering both economic and performance trade-offs. More-

over, we will further extend the ns-3 mmWave module with
additional IAB features, in order to address mobility scenarios,
and keep track of the 3GPP specifications on this topic.
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Main takeaways on IAB

• IAB can provide an alternative to fiber for initial ultra-
dense NR deployments
•We provide a tool for end-to-end performance evaluation
• Key design parameters for improved end-to-end 

performance:
• Scheduler
•Multi-hop attachment strategies
• Spatial multiplexing (to be investigated)
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