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Abstract—Efficiently allocating resources and predicting cell
handovers is essential in modern wireless networks; however, this
is only possible if there is an efficient way to estimate the future
state of the network. In order to accomplish this, we investigate
two learning techniques to predict the long-term channel gains
in a wireless network. Previous works in the literature found
efficient methods to perform this prediction with the aid of a GPS
signal: in this work, we predict the future channel gains using
only past channel samples, without any geographical information.

I. INTRODUCTION

Global mobile data traffic has grown 4,000-fold over the
past 10 years [1], and its growth is expected to continue, fueled
by the high bandwidth demands of multimedia applications
(video alone already accounted for a majority of the total
mobile data traffic in 2015).

As mobile multimedia applications have strict Quality of
Service (QoS) requirements, the development of optimal re-
source allocation techniques is a priority for both industry and
academia. Applications such as video streaming would greatly
benefit from an accurate channel prediction, and prediction-
based adaptive streaming systems have already been proposed
[2]. Most of the efforts in channel prediction have focused on
Multiple Input Multiple Output (MIMO) techniques on short
time horizons, but several works [3] [4] have expressed the
need for long-term accurate channel gain predictions.

In this paper, we investigate learning methods to predict
the wireless channel gain on a long-term scale, without any
inputs other than the time-averaged Received Signal Strength
Indicator (RSSI). This prediction is performed by the Base
Station (BS), which is the only fixed element in the network;
the BS can indirectly learn the mobility patterns of the mobile
users and the fading characteristics of the channel by observing
patterns in their RSSI.

The two machine learning techniques we use are Graphical
Bayesian (GB) models and Support Vector Regression ma-
chines (SVRs). The GB model can be used as a baseline,
as it does not try to generalize its experience, but simply
considers each class as a separate classification problem. SVRs
are able to find and generalize patterns in the data, making
better predictions with fewer data.

The rest of this work is organized as follows: Section II
presents the state of the art in channel prediction, and Section
III illustrates the learning techniques we used. Section IV
presents the model we used to generate the data and the
simulation results we obtained, and Section V concludes the

paper.

II. STATE OF THE ART

Wireless links are often modeled as Rayleigh fading chan-
nels. Most model-based prediction systems concentrate on
short-term predictions of the fading envelope for wideband
channels [5], and cannot be directly used for optimization
at the higher layers. As mobility was not a central issue,
the relatively predictable nature of path loss made long-range
channel prediction an easy problem.

Shen et al. predict future channel quality from receiver-side
Channel State Information (CSI) [6], but the Autoregressive
(AR) filters they use are only accurate on a timescale of
a few milliseconds. The work in [7] proposes an OFDM-
specific prediction method based on time-domain statistics
with a slightly longer range, but the timescales for accurate
predictions are still far below 100 ms.

Another AR model is proposed by Jarinova [8], but its
predictions are extremely short-range and how to choose the
order of the filter is an issue.

Several works in the literature have attempted to solve the
long-term channel prediction problem with machine learn-
ing techniques. A typical example is Ramanan and Walsh’s
channel prediction algorithm for sensor networks [9]. It is a
distributed algorithm that employs message passing techniques
to minimize the Kullback-Leibler divergence between the
expected prior distribution and the actual posterior.

The problem of channel prediction is central in Cogni-
tive Radio (CR) systems, and Demestichas et al. propose a
Bayesian Network (BN) [10] to solve this issue. Their BN
predicts the future capacity for each possible CR configuration,
and adapts to channel conditions online, but it is meant for
Modulation and Coding System (MCS) selection rather than
for optimization at higher layers.

Flushing et al. take an empirical approach [11], combining
a probing mechanism with Support Vector Regression (SVR)
to predict link quality in dense wireless networks. Thanks to
mobility, the probing system can learn about several different
topologies and extend this knowledge to larger, denser net-
works.

Finally, Liao et al. perform long-term channel prediction
[4] using both spatial and temporal information. The authors
propose a Gaussian Process (GP) regression, training the sys-
tem through a series of routes on a city map. Their prediction
method is robust against spatial errors, with better performance
than both Support Vector Machines (SVMs) and AR filters.
Although their method is sound for large-scale scenarios, it
does not deal with smaller cells and needs Global Positioning
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System (GPS) information from clients, which might not be
available.

III. LEARNING TECHNIQUES

The two learning techniques we used are extremely versa-
tile: they do not assume a specific channel model, so they
can be trained and deployed on any wireless channel with
only minor adjustments. In order to make the necessary data
easy to obtain in a practical scenario, we decided to use the
Received Signal Strength Indicator (RSSI) [12] as training
data, averaging the data over a long enough window to reduce
measurement error and avoid holes in the sampling even in a
congested network.

A. Graphical Bayesian Model

The GB model can be represented by the graph shown
in Fig. 1. As the Bayesian model only works for discrete
attributes, the dynamic interval of the channel gain needs to
be discretized into M classes. The memory-n Bayesian model
uses the past n samples as features, resulting in M™ possible
combinations. The predictor is essentially a classifier, in which
the future channel sample is the correct class.

The multimodal classifier is implemented by a Dirichlet
distribution [13] over the M -dimensional simplex, which is
parameterized by a real non-negative vector a:
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where the normalizing constant B(«) is the multivariate Beta
function [14]. The random vector X = (Xq,...,Xy) is
a probability distribution over the M classes, representing
the probability that the given sample is in each class (i.e.,
the probability distribution of the next channel sample). The
expected value of X is given by:

Q;
EXi] = = —
> j=1%
i) j#i
M M

(Zj:l O‘j)Q(ijl a; +1)

Intuitively, the value of «; relative to the sum of the «
vector is a measure of how probable a class is, and the
value of the sum measures the uncertainty on that probability.
The conjugate distribution of the Dirichlet distribution is the
Dirichlet-multinomial distribution; Bayesian inference can be
performed by generating a new parameter vector «’, defined
as

p(X = (z1,...,xm)|a) =

2
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where n; is the number of observed transitions to class ¢. The
prediction can be performed by taking the expected probability

distribution of the next sample, given by
: a;
p(i) = =37 &)
Zj:l a]
The predicted class then corresponds to the maximum proba-
bility value.

Fig. 1: Representation of the graphical Bayesian model with 3-state memory.

B. Support Vector Regression Machine

Support Vector Regression (SVR) machines [15], [16],
minimize the following cost function:
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In (6), fw is a function taking as input a memory-n feature
vector x(*) = (zy_,41,...,2;) and predicting a future sample
241, for a given training example i. The error between this
predicted sample and the actual sample at time ¢+ 1, 2441, 1S
then fed to an e-insensitive error function

EE(Z){|Z—6 it |z >e -

0 otherwise
so that f, is constrained to have maximum absolute prediction
error lower than a given constant € for all the training data. The
second term in (6) accounts for regularization: the trade-off
between the minimization of the two terms is governed by the
constant C' (the reader can refer to [17], [18] for more details).
In (6), all the training examples are assumed to lie in an “e-

Fig. 2: Graphical representation of an e-tube with slack variables.
tube” (see Fig. 2). However, this is not verified in general, and
(6) can be modified so as to allow for some tolerance in the
prediction errors. Therefore, for each training example x (), it
is possible to introduce slack variables &; and £, where &; > 0
is related to a point for which (:cgfgl - fw(x(i)))‘> €, and
£ > 0 is related to a point for which ( fy, (x(?) 717%21) < —e
Training examples are thus allowed to lie outside the e-tube,
as in Fig. 2, provided that the corresponding slack variables
are positive: this condition can be formulated as

—e—& <zl — fuxD) < et & (8)

The optimization problem becomes

1
minCZ(§¢+f;)+§|‘W||27 ©)



subject to the constraints §;,& > 0, and (8). It can be seen
that only the examples outside the e-tube contribute to the
cost, with deviations being linearly penalized. Computing the
dual formulation of (9), exploiting the Karush-Kuhn-Tucker
conditions [19], [20], and assuming that f, is simply a linear
function of the inputs, i.e., fw(x(i)) =< w,x® > 4b, it can
be found that

w =3 = A, (10)
were A\; and A} are the Lagrange multipliers. The prediction
function becomes

fux) =D (= A7) <x, x> +b.
In (10), the weight vector w is a function of the train-
ing examples x(¥); however, only those examples such that
Ai—AF # 0, called Support Vectors (SVs), have to be evaluated
in (10) and (11). Finally, it is possible to allow the prediction
function fy to be non linear in each training example x(,
so as to allow better generalization over non linear target
functions. In fact, in (11), the SVs only appear inside scalar
products, and (10) does not need to be calculated explicitly.
Therefore, it can be proved that < x(i),x > in (11) can be
replaced by particular non linear functions k(x(, x), known
as kernels, which correspond to scalar products between non
linear transformations of x() and x. Substituting k(x(*, x)
in (11), we thus obtain the optimal prediction function in a
non-linear feature space, rather than in input space:

(1)

m
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IV. SIMULATION SETTINGS AND RESULTS

12)

The two learning methods were trained on the same RSSI
data, generated by simulating a realistic urban scenario. The
wireless channel we considered used a 945 MHz downlink
carrier frequency (one of the commercial bands used in LTE),
and the users moved in a Manhattan grid of 100 buildings.

The grid we used is composed of 20 m wide square
buildings, with 10 m wide one-way streets at each corner. The
BS is placed at coordinates (140,140), on top of a building
close to the center of the simulation area.

A. Propagation loss and fading

The propagation loss was computed with the open-source
system-level network simulator ns—3 [21]. In particular, we
used the LTE module [22] and a radio propagation model
called Hybrid Buildings Propagation Loss Model, which
chooses the correct propagation model based on the recip-
rocal position of transmitter and receiver (both outdoors, both
indoors, only one indoors). This model also takes into account
the external wall penetration loss (for different types of build-
ings, i.e., concrete with windows, concrete without windows,
stone blocks, wood), and the internal wall penetration loss.

We used the ns—3 simulation to create a square grid of path
loss measures in our urban scenario, with a sampling distance
of 33 cm. The path loss was then approximated as a linear
combination of the 4 closest points in the grid, weighted by the
relative distance. The main parameters of the ns—3 simulation
are listed in Table I.

The fading and shadowing processes were both generated
in MATLAB, implementing well-known models. We used the
log-normal model for shadowing, with a standard deviation of
4 dB and a correlation distance of 8§ m.

Doppler fading was modeled with a Rayleigh distribution,
using the parameters listed in Annex B.2 of [23] and the MAT-
LAB Welch periodogram method. In the fading calculation,
the node speed was assumed to be constant, simplifying the
computation significantly with negligible error.

B. Mobility model

We used two mobility models: pedestrian and vehicular.
In both models, the user goes from point A to point B by
choosing the direction that takes them closer to point B at
each intersection.

In the pedestrian model, a person walks at a constant speed
of 1.5 m/s along the side of the nearest building at a distance of
0.5 m. Road crossings are placed at each intersection, and the
pedestrian waits for a random time between 0 and 5 seconds
before crossing to wait for cars.

In the vehicular model, the driver keeps a constant speed of
15 m/s while driving straight, switching between the 3 lanes
by moving at a 45 degree angle. Before a turn, the driver
switches to the correct lane (e.g., they switch to the right lane
before turning right), then slows down to 5 m/s with a constant
deceleration in the 5 meters before the curve and makes a
circular turn. After reaching the destination, the driver stops
and reverses to slowly park on the curb, with a semi-circular
trajectory.

The channel data was generated by running the urban
scenario 5000 times for the pedestrian model and 10000 for the
vehicular model, obtaining 3-4 days of data for the vehicular
model and 20 hours for the pedestrian model (the car reaches
its destination faster, so the traces are shorter). Two example
trajectories for both models are shown in Fig. 3.

C. Learning parameters and results

Both prediction methods were trained on the full dataset,
with two different sampling rates: the channel was averaged
over a window of 1 s and 0.5 s.

The Bayesian model used a Gaussian prior, centered on
the last known channel sample; the probability vector for all
classes was multiplied by a factor k to obtain the Dirichlet
parameter vector «. Both the prior weight factor k£ and the
variance o of the Gaussian distribution were optimized as
hyperparameters by cross-validation. The channel quantization
step used to divide the data into classes was 2 dB.

TABLE I: Path loss computation parameters

Parameter | Value
Downlink carrier frequency 945 MHz
Uplink carrier frequency 900 MHz
RB bandwidth 180 kHz
Available bandwidth 25 RB
eNB beamwidth 360° (isotropic)
TX power used by eNBs 43 dBm
eNB noise figure 3 dB
Number of buildings 100
Floors for each building 5
Radio Environment Map resolution 9 samples/m?




240
220
200

E 180
160
140

120

150 200 250
x (m)

(a) Pedestrian

100 150 200
x (m)

(b) Vehicular

Fig. 3: Examples of trajectories for the two mobility models.
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Fig. 4: Prediction error for the pedestrian scenario (1 s window).
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Fig. 5: Prediction error for the vehicular scenario (1 s window).

As regards the SVR learning algorithm, we found the Radial
Basis Function (RBF) kernel: k(z;,z;) = e lzi—zl1” 1o
perform best with respect to other possible kernel choices.
In this case, the hyperparameters of the model are v and C'
in (9): a grid search on (-, C)) pairs was thus performed, and
the one with the best cross-validation RMSE was selected.

After cross-validation, the performance of both prediction
methods was measured on a previously unknown test set.

Fig. 4 shows the prediction RMSE for the pedestrian mo-
bility model; the quality of the prediction is very good even
with the simpler model, as pedestrians are slow and generally
highly predictable. As expected, SVR clearly outperforms the
naive Bayesian model, as it is able to generalize its experience
and to better capture the features of the model. The gain of the
longer memory is less pronounced for the Bayesian model, as
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Fig. 6: Prediction error for the pedestrian scenario (0.5 s window).
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Fig. 7: Prediction error for the vehicular scenario (0.5 s window).

it is overshadowed by the small size of the dataset (a longer
memory means that a bigger dataset is necessary, and the
memory-3 Bayesian model is not plotted, as its performance
is not better than that with memory 2).

In the vehicular scenario, the RMSE is higher and the
performance gap between the two methods is smaller (see
Fig. 5); the Bayesian model even outperforms the SVR if the
prediction is more than 3 seconds ahead, but a prediction error
of more than 7 dB is only slightly better than no prediction at
all (the prediction RMSE when using a memoryless channel
model is about 8 dB). This may be due to the high speed
of the vehicles (~ 10 times the speed of the pedestrians),
which makes accurate generalizations about the evolution of
the channel hard.

Fig. 6 and Fig. 7 show the performance of the Bayesian
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Fig. 8: Prediction error for the vehicular scenario (I s window) including
results using a reduced dataset.

method with a channel sampling window of 0.5 s; due to the
computational cost of the SVR training, its performance in
this case has not been evaluated. The figures show that the
trend in the performance of the Bayesian method is essentially
the same, although the error is higher; the performance of
the memory-3 Bayesian model shows that a longer memory
is beneficial for the pedestrian model, but loses most of its
benefits in the more chaotic vehicular scenario unless a bigger
dataset is used.

Finally, Fig. 8 shows the performance of the two predic-
tors when they are trained with a reduced dataset: the two
predictors were trained on 20% of the available data in the
vehicular scenario with a 1 second step. The plot shows how
the performance of the SVR degrades far less than that with
the Bayesian model, thanks to the former’s ability to generalize
experience. In fact, the reduced-dataset SVR performs better
than the full-dataset Bayesian model when the prediction
distance is less than 5 seconds.

V. CONCLUSIONS

In this paper, we described and tested two learning-based
methods to use past wireless channel information to predict the
future channel gain. We compared the performance of the two
methods over a synthetically generated dataset with random
mobility for both pedestrian and vehicular scenarios.

The training was performed with just a few hours of RSSI
data, so a BS with multiple connected users might be able
to quickly gather the necessary training data and achieve a
high-quality prediction in a very short time. However, the
computational cost of the training itself is not negligible; while
SVRs show a clear performance gain in both scenarios, the
Bayesian model might be enough for applications that need a
lower precision. It is worth noting that the SVR can have a
satisfactory performance even when trained using a reduced
dataset, as shown in Fig. 8; this makes it ideal if the limiting
factor is not computational capability, but the size of the
available dataset (e.g., in adaptive systems that are trained
online to follow a time-varying scenario). The quality of the
predictions is generally high, and the RMSE is almost as low
as the results shown in [4], but without the use of GPS data,
thereby reducing the energy consumption.

Future work may include a refinement of the prediction
methods and the training of the predictors on data from real

cellular systems. Finally, a promising development might in-
clude the creation of a prediction-based resource optimization
system like the one presented in [2].
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