
I-T
EN

DE
R 

20
17

mmWave for Future 
Public Safety Communications

Michele Polese*, Marco Mezzavillav, 
Sundeep Ranganv, Coitt Kesslero, Michele Zorzi*

*Dept. of Information Engineering, University of Padova, Italy
VNYU Wireless, Brooklyn, NY, USA

OAustin Fire Department, Austin, USA

December 12, 2017   
zorzi@dei.unipd.it



I-T
EN

DE
R 

20
17

Outline

§ Introduction

§ PSC requirements

§Open challenges above 6 GHz

§Wildfire use case
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§ Potentials
§ Bandwidth
§ Large arrays in small space

mmWave communications

Unleashing the 3-300GHz Spectrum

With a reasonable assumption that about 40% of the spectrum in the 
mmW bands can be made available over time, we open the door for 
possible 100GHz new spectrum for mobile broadband 

• More than 200 times the spectrum currently allocated for this purpose below 3GHz. 

16Copyright © 2011 by the authors.  All rights reserved.

3GPP New Radio will support mmWave
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PSC	and	mmWave
§ Real-time high quality video
§ AR/VR content
§Different kind of sensors (e.g., LIDAR)
§ Low latency communications

Tracy McElvaney, “5G: From a Public 
Safety Perspective,” 2015 
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PSC	requirements

SAFECOM, US communications program of the Department of Homeland Security, “Public Safety
Statements of Requirements for Communications and Interoperability Vols. I and II.” 

§ Support to command and control hierarchy
§ Interactive/non interactive
§Data and voice transmissions
§ Resilient and robust networks
§ Low latency

How can mmWaves meet these demands?
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mmWave limitations
§High propagation loss

Need to use directional transmission

Impact on PHY and MAC layer procedures

Challenges: 
§ Maintain alignment in dynamic scenarios
§ Autonomous network discovery & reconfiguration
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mmWave limitations
§High penetration loss – blockage

Fast variations of the channel quality

Challenges: 
§ How to get around 

obstacles
§ Avoid losing connectivity

IEEE ACCESS 10

Fig. 11: (a) Statistical channel model overlaid with real blockage measurements; (b) Real measurements overlaid with ray-tracing [36]; (c)
3GPP channel model and performance of different beamforming strategies [61].
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channel states. In general, this will have a low-rank structure
over time due to the spatial sparsity of the channel. Indeed,
our preliminary experiments in the phased array system have
shown that even complex channel scenarios may only have
2 or 3 dominant paths. Therefore, the statistical modeling
of the channel data collected with the studies described in
Subsection V-A can be used to develop computationally simple
low-rank models that approximate the end-to-end phased array
system well. This approximation will offer high accuracy even
in high mobility public safety use cases, while simplifying the
channel state processing by at least an order of magnitude.

Distributed computation: Current multi-core ns–3 models
have focused on custom Message Passing Interface (MPI)
clusters which require extensive building and maintenance
[80], [81]. This characteristic may limit the size of the
scenarios that can be simulated by a single ns–3 instance.
Further scaling, however, can be achieved by empowering the
simulation platform with a distributed computation feature, in
order to enable its deployment onto open-source large cluster
platforms, such as Amazon Web Services (AWS) [82], which
make it possible to increase the number of running instances
of the simulator based on the size of the scenario to be studied.
This objective should be achieved by maintaining as much as
possible the backward compatibility, in order to guarantee the
possibility of reusing the existing modules. While there is a
rich literature on parallel and distributed simulations [83], [84],
the performance gain of a parallel approach in the wireless
domain largely depends on the specific network simulated,
in terms of architecture, interconnections between nodes and
protocols deployed. Indeed, the main factor that allows par-
allelization of wireless simulations in a conservative way is
the lookahead time, i.e., the interval in which a processor can
ignore the computations and the events of the other processors
in a safe way before synchronizing again. For example, if the
simulation domain is split into multiple loosely interacting
clusters, then the lookahead time would be the propagation

time of the links connecting the different clusters. The logic
to define the clusters and interconnect them automatically
so that there is an actual gain given by the parallelization
is an open research issue. Another option is the optimistic
parallel simulation approach, in which the different processors
are allowed to proceed independently, and, if there is an
inconsistency in time between the processors, the simulation
events can be rolled back until the consistency is restored.
While this approach is more general than those based on
lookahead, its applicability to ns–3 is still limited and in its
infancy [85].

Public safety channels and mesh networks integration:
To run realistic network performance evaluations of PSC
over mmWave bands, the simulator should be able to use
real channel traces (e.g., obtained with the channel sounder
presented in Subsection V-A). Further, using the link-layer
SDR and emulator developed in Subsections V-B and V-C,
it may be possible to obtain realistic simulations based on
a lightweight link abstraction model for key physical layer
procedures such as beam tracking, synchronization, control
signaling and code performance. Finally, a multi-hop/relaying
feature can be introduced in our simulator to enable a fea-
sibility study related to mmWave aerial mesh networks. In
this case, the goal is to study the optimal way to provide
robust connectivity to areas affected by fire or any other natural
disaster.

VI. CONCLUSIONS

Every day, countless numbers of public safety personnel –
firefighters, police, and medics – enter the most dangerous
scenarios for the protection of the public. Communication
technology is vital to their service. The mmWave bands offer
the potential to provide a powerful communication system to
assist these first responders in the trying and often dangerous
settings they enter.

However, developing reliable PSC systems in the mmWave
bands faces significant technical challenges. At root, the
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Challenges	in	PSC	use	cases
§ Aerial/UAV and vehicular communication

§ Lack of measurements at mmWave frequencies

§ Sophisticated tracking

§ Ad-hoc and resilient deployments
§ Frequent link adaptation/handovers

§ Suboptimal end-to-end performance

§Machine-type communications
§ Still unexplored
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Example:	wildfire	scenario

Incident	Command	StationWildfire	Area

Real	time	
monitoring

Tactical
decisions

Feedback

Inspired by the Robotic Emergency Deployment team at the Austin Fire
Department
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Wildfire	reporting
§ Current operations

§ Record video on SD card and physically send to 
command

§ Use low data rate links (3G/4G)

§ Ideally
§ Use multiple high-resolution lenses for photos 

and videos

§ 360 degrees video content

mmWaves can provide a high data rate 
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Performance	evaluation
§ Based on ns-3 + LTE module
§ End-to-end performance analysis

PHY
MAC
RLC

PDCP
RRC

PHY
MAC
RLC

UDP/IP
APP

PDCP
RRC

UAV

Command station

MOBILITY MODEL

Remote 
Server

CHANNEL MODEL
BEAMFORMING
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Performance	evaluation
§Gauss-Markov mobility 

§ 1.6 to 2.4 km IC – UAV distance
§ Channel model

mmWave for Future Public Safety Communications I-TENDER’17, December 12, 2017, Incheon, Republic of Korea

scenario are related to directionality and blockage. The �rst is needed
to provide a high Signal to Noise Ratio (SNR), which translates into
higher data rates, and is enabled by narrow beams, which can be
created using very high-dimensional arrays. Thanks to the small
wavelength of mmWave signals, it is possible to pack a large number
of antennas in arrays of limited size. For example, at 28 GHz the
wavelength � is approximately 1.07 cm, thus a rectangular array
with 16 antennas (4 by 4) spaced by �/2 eachwould be smaller than 5
cm by 5 cm,making it practical for the deployment on an Unmanned
Aerial Vehicle (UAV). However, the transmitter and receiver have
to discover and track the beam direction while moving, trying to
maintain communication despite possible blocking obstacles which
may disrupt the link or change the optimal beamforming vectors
at the transmitter and the receiver.

The PSC scenario makes the need to support directionality and
overcome blockage even more challenging, mainly because of the
high mobility. In disaster and emergency scenarios, the presence of
obstacles can lead to much more sudden variations in the received
signal quality. In environments with manned or unmanned vehi-
cles (e.g., UAVs) or with emergency responders operating within
buildings, the channel dynamics are likely to be even faster [32].
Therefore, a key aspect of PSC at mmWave frequencies is the need
to quickly identify the available nodes of the network (which may
be even intermittently available) and the suitable beams for commu-
nication in highly dynamic scenarios. Even though beam tracking
and beam alignment protocols for mmWave communication have
been recently studied in a cellular context [10, 17], how to bring
such techniques into the PSC scenarios is still to be investigated.
Moreover, the scenarios in which PSCs are needed generally cover
wider areas than the typical cell size in cellular networks, thus
another challenge is related to the design of �exible and ad hoc
network deployments that can cover kilometers-wide spaces with
mmWaves.

4 WILDFIRE - A USE CASE OF MMWAVE PSC
Despite the challenges described in Sec. 3 and in Table 1, mmWave
frequencies hold great potential for PSC scenarios. To show both
the issues and the promises of mmWave PSC networks, we present
in this section a possible use case with a real emergency situation
inspired by the experience of the Robotic Emergency Deployment
department at the Austin Fire Department.

In particular, we focus on the needs of a communication system
that coordinates and monitors the remote operations and enables
strategic decisions in a wild�re scenario. In this situation, the main
use is to safely monitor the wild�re in order to (i) understand its
shape and extension and (ii) check if there are people that may
be a�ected by the �re. Currently, a �re�ghter in proximity of the
emergency area operates the UAV and records the scene on a secure
digital (SD) card. Ideally, this video should be available to the re-
mote IC station, but without a �xed network infrastructure the SD
should be physically transferred to the command post. Therefore
the information is usually accessed in the area close to the wild�re.

This limitation explainswhy public safety communicationswould
bene�t from more advanced wireless technologies, which can en-
able real-time ultra-low latency exchange of monitoring informa-
tion among remote UAVs and the IC. This data can include 360�

Incident	Command	StationWildfire	Area

Real	time	
monitoring

Tactical
decisions

Feedback

Figure 1: Wild�re scenario. The UAV monitors the wild�re
and sends data to the IC station. It may stream a 360� video,
or the �ows of multiple cameras and lenses, as well as in-
formation from a plethora of sensors. The IC station makes
strategic decisions using the data transmitted by the UAV,
and provides feedback to the �rst responders which operate
close to the wild�re [22].

Parameter Value

mmWave carrier frequency fc 28 GHz
mmWave bandwidth 1 GHz
mmWave max PHY rate 3.2 Gbit/s
Beamforming vector update period 5 ms
Antenna combinations A = NeNB ⇥ NUE {16 ⇥ 4, 64 ⇥ 4,

64 ⇥ 16, 256 ⇥ 16}
Video source rate R {1, 100, 1000} Mbit/s
Transport protocol UDP
Max UAV speed � 30 m/s
Wild�re - IC distance {1.6, 2.4} km
UAV height 30 m

Table 2: Simulation parameters

videos for an immersive point of view of the scenario, which can
be watched with VR headsets at the IC station, and video or images
from multiple high-resolution lenses that can provide a better view
of critical details, like humans in danger in the wild�re.

The performance of mmWave PSC for aerial communications in
this use case is assessed using the simulation framework described
in [7, 23]. The reference scenario is shown in Fig. 1. The system
performance will be evaluated as a function of a number of pa-
rameters, such as the number of antennas both at the IC station
and on the UAV, beamforming techniques, data rates, and other pa-
rameters, as shown in Table 2. The simulation results are obtained
with a Monte Carlo approach, averaging the metrics of interest
over multiple independent realizations of the simulations. This is
a preliminary evaluation of the feasibility of a mmWave solution
for PSC, in a particular scenario, given di�erent beamforming and
antenna con�gurations, and additional evaluations in a wider range
of scenarios with additional optimizations will be part of our future
work.

The wild�re is located in an area which is from 1.6 to 2.4 km away
from the IC station. As shown in [20] it is possible to reach high
distances (up to several kilometers) in LOS even with mmWave. In
this paper we consider a single link solution, while in future works

§Free space pathloss
§Single LOS ray

§Doppler + shadowing
§BF update every 5 ms
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Figure 2: SNR and throughput of the UAV �ying over the wild�re for di�erent con�gurations of antennasA at the base station
and at the UAV. The legend is the same in both plots [22].
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Figure 3: Average throughput and latency for di�erent values of the video source rate R and of the antennas con�gurations A.
The metrics are measured at the PDCP layer of the IC station, and therefore include also the overhead given by the headers
of the network and transport protocols [22].

we will consider multi-hop con�gurations to cover larger distances.
The drone �ies over the wild�re following a Gauss-Markov mobil-
ity model for random speed and trajectories, which accounts for
random variations in the UAV movement, for example introduced
by the wind.

The channel model accounts for free space propagation with one
LOS ray, shadowing and the Doppler e�ect, which is introduced by
the moving UAV. The beamforming vectors at the base station of
the IC station and at the drone side are updated every T = 5 ms,
which is one of the candidates for beamforming update periodicity
in 3GPP [2]. We consider two possible procedures for the com-
putation of the vectors [35]: (i) the Long-term Covariance Matrix
method assumes the knowledge of the long-term components of
the covariance matrix and (ii) the Beam Search technique performs
a brute-force search for the best matching pair. An extreme example
of the SNR variability in the link between the UAV and the IC is

shown in Fig. 2a. The �uctuations are given by very fast movements
of the UAV and by the Doppler e�ect. Instead, if the UAV loiters
over a certain spot for a prolonged period of time, the variations
would be smaller. However, in this article we consider a worst case
scenario.

The beamforming gain is a fundamental elements for reaching a
high SNR, and therefore a high data rate, as shown in Figs. 2 and 3a.
Thanks to the adaptive antenna arrays, indeed, it is possible to
balance the high propagation loss of mmWave frequencies. At these
frequencies, antenna arrays with a large number of antennas can be
easily mounted also on small UAVs, given the smaller wavelength.
At the distance of the reference scenario, only two combinations of
antenna elements among those considered (i.e., 256 or 64 antennas
at the IC station and 16 at the UAV side) provide a steady data rate
of 1 Gbit/s. Notice that even with 16 antennas at the UAV side the
power consumption related to the data transmission [3] is at least

§ Test antennas with 
different number of 
elements

§ Suitable configurations 
are
§ 256 elements at IC, 

16 at UAV
§ 64 elements at IC,  

16 at UAV

Long-distance propagation only with BF gain

I-TENDER’17, December 12, 2017, Incheon, Republic of Korea M. Polese et al.
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Figure 2: SNR and throughput of the UAV �ying over the wild�re for di�erent con�gurations of antennasA at the base station
and at the UAV. The legend is the same in both plots [22].
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Figure 3: Average throughput and latency for di�erent values of the video source rate R and of the antennas con�gurations A.
The metrics are measured at the PDCP layer of the IC station, and therefore include also the overhead given by the headers
of the network and transport protocols [22].

we will consider multi-hop con�gurations to cover larger distances.
The drone �ies over the wild�re following a Gauss-Markov mobil-
ity model for random speed and trajectories, which accounts for
random variations in the UAV movement, for example introduced
by the wind.

The channel model accounts for free space propagation with one
LOS ray, shadowing and the Doppler e�ect, which is introduced by
the moving UAV. The beamforming vectors at the base station of
the IC station and at the drone side are updated every T = 5 ms,
which is one of the candidates for beamforming update periodicity
in 3GPP [2]. We consider two possible procedures for the com-
putation of the vectors [35]: (i) the Long-term Covariance Matrix
method assumes the knowledge of the long-term components of
the covariance matrix and (ii) the Beam Search technique performs
a brute-force search for the best matching pair. An extreme example
of the SNR variability in the link between the UAV and the IC is

shown in Fig. 2a. The �uctuations are given by very fast movements
of the UAV and by the Doppler e�ect. Instead, if the UAV loiters
over a certain spot for a prolonged period of time, the variations
would be smaller. However, in this article we consider a worst case
scenario.

The beamforming gain is a fundamental elements for reaching a
high SNR, and therefore a high data rate, as shown in Figs. 2 and 3a.
Thanks to the adaptive antenna arrays, indeed, it is possible to
balance the high propagation loss of mmWave frequencies. At these
frequencies, antenna arrays with a large number of antennas can be
easily mounted also on small UAVs, given the smaller wavelength.
At the distance of the reference scenario, only two combinations of
antenna elements among those considered (i.e., 256 or 64 antennas
at the IC station and 16 at the UAV side) provide a steady data rate
of 1 Gbit/s. Notice that even with 16 antennas at the UAV side the
power consumption related to the data transmission [3] is at least
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Figure 2: SNR and throughput of the UAV �ying over the wild�re for di�erent con�gurations of antennasA at the base station
and at the UAV. The legend is the same in both plots [22].
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Figure 3: Average throughput and latency for di�erent values of the video source rate R and of the antennas con�gurations A.
The metrics are measured at the PDCP layer of the IC station, and therefore include also the overhead given by the headers
of the network and transport protocols [22].

we will consider multi-hop con�gurations to cover larger distances.
The drone �ies over the wild�re following a Gauss-Markov mobil-
ity model for random speed and trajectories, which accounts for
random variations in the UAV movement, for example introduced
by the wind.

The channel model accounts for free space propagation with one
LOS ray, shadowing and the Doppler e�ect, which is introduced by
the moving UAV. The beamforming vectors at the base station of
the IC station and at the drone side are updated every T = 5 ms,
which is one of the candidates for beamforming update periodicity
in 3GPP [2]. We consider two possible procedures for the com-
putation of the vectors [35]: (i) the Long-term Covariance Matrix
method assumes the knowledge of the long-term components of
the covariance matrix and (ii) the Beam Search technique performs
a brute-force search for the best matching pair. An extreme example
of the SNR variability in the link between the UAV and the IC is

shown in Fig. 2a. The �uctuations are given by very fast movements
of the UAV and by the Doppler e�ect. Instead, if the UAV loiters
over a certain spot for a prolonged period of time, the variations
would be smaller. However, in this article we consider a worst case
scenario.

The beamforming gain is a fundamental elements for reaching a
high SNR, and therefore a high data rate, as shown in Figs. 2 and 3a.
Thanks to the adaptive antenna arrays, indeed, it is possible to
balance the high propagation loss of mmWave frequencies. At these
frequencies, antenna arrays with a large number of antennas can be
easily mounted also on small UAVs, given the smaller wavelength.
At the distance of the reference scenario, only two combinations of
antenna elements among those considered (i.e., 256 or 64 antennas
at the IC station and 16 at the UAV side) provide a steady data rate
of 1 Gbit/s. Notice that even with 16 antennas at the UAV side the
power consumption related to the data transmission [3] is at least
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Figure 2: SNR and throughput of the UAV �ying over the wild�re for di�erent con�gurations of antennasA at the base station
and at the UAV. The legend is the same in both plots [22].
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Figure 3: Average throughput and latency for di�erent values of the video source rate R and of the antennas con�gurations A.
The metrics are measured at the PDCP layer of the IC station, and therefore include also the overhead given by the headers
of the network and transport protocols [22].

we will consider multi-hop con�gurations to cover larger distances.
The drone �ies over the wild�re following a Gauss-Markov mobil-
ity model for random speed and trajectories, which accounts for
random variations in the UAV movement, for example introduced
by the wind.

The channel model accounts for free space propagation with one
LOS ray, shadowing and the Doppler e�ect, which is introduced by
the moving UAV. The beamforming vectors at the base station of
the IC station and at the drone side are updated every T = 5 ms,
which is one of the candidates for beamforming update periodicity
in 3GPP [2]. We consider two possible procedures for the com-
putation of the vectors [35]: (i) the Long-term Covariance Matrix
method assumes the knowledge of the long-term components of
the covariance matrix and (ii) the Beam Search technique performs
a brute-force search for the best matching pair. An extreme example
of the SNR variability in the link between the UAV and the IC is

shown in Fig. 2a. The �uctuations are given by very fast movements
of the UAV and by the Doppler e�ect. Instead, if the UAV loiters
over a certain spot for a prolonged period of time, the variations
would be smaller. However, in this article we consider a worst case
scenario.

The beamforming gain is a fundamental elements for reaching a
high SNR, and therefore a high data rate, as shown in Figs. 2 and 3a.
Thanks to the adaptive antenna arrays, indeed, it is possible to
balance the high propagation loss of mmWave frequencies. At these
frequencies, antenna arrays with a large number of antennas can be
easily mounted also on small UAVs, given the smaller wavelength.
At the distance of the reference scenario, only two combinations of
antenna elements among those considered (i.e., 256 or 64 antennas
at the IC station and 16 at the UAV side) provide a steady data rate
of 1 Gbit/s. Notice that even with 16 antennas at the UAV side the
power consumption related to the data transmission [3] is at least

§ Test different source rates
§ Antennas with more elements increase the received 

power
§ Improve throughput
§ Reduce latency (fewer retransmissions)



I-T
EN

DE
R 

20
17

Beamforming	strategies

§ Compare
§ Optimal beamforming (based on long-term 

covariance matrix)
§ Beam search with pre-defined beams

mmWave for Future Public Safety Communications I-TENDER’17, December 12, 2017, Incheon, Republic of Korea
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Figure 4: Average throughput and latency for di�erent beamforming strategies and antenna con�gurations A [22].

one order of magnitude smaller than that required to hover the
UAV over the wild�re (which is in the order of 160 W for a small
multi-rotor drone [18]), thus the communication impact on the total
energy consumption is limited. Nonetheless, the increase in the
energy consumption of the UAV given by both the communication
and the payload is an important element to be considered in future
studies on the trade-o� between communication capabilities and
UAV operational autonomy.

Figs. 3a and 3b account for di�erent use cases of the data stream-
ing from the UAV, represented by the di�erent source rates. R =
1Mbit/s is typically a low quality video, or a combination of sensor
information, while R = 100Mbit/s and R = 1 Gbit/s are respectively
a 360� camera without or with additional �ows from high de�nition
cameras and other sensors. The values of latency and throughput
of Fig. 3 are the average of those measured at the PDCP layer over
multiple independent simulations. The combinations with a larger
number of antennas are bene�cial for both the throughput and the
latency. The latter decreases with an increasing number of antennas
because as the SNR increases the probability of needing link-layer
retransmissions (and thus additional delay) decreases. This is also
bene�cial on the latency variability and on the jitter. Moreover,
while all the considered antenna arrays are able to sustain the
source rate of 1 Mbit/s, only the 64⇥ 16 and 256⇥ 16 con�gurations
can reach a throughput comparable to the source rate R = 1 Gbit/s.

Another parameter we consider in this evaluation is the beam-
forming strategy. In Figs. 4a and 4b the two beamforming tech-
niques previously introduced, i.e., the Long-term Covariance Matrix
method and the Beam Search method [35], are compared in terms
of throughput and latency, for di�erent antenna con�gurations and
a �xed source rate R = 1 Gbit/s. The two solutions are equivalent
in this scenario, with the Long-Term Covariance Matrix showing a
gain for the 16⇥4 combination. The optimal method, which is based
on the knowledge of the long-term covariance matrix, generally
provides a slightly higher SNR, but this gain is relevant in terms of
throughput and latency only in the 16 ⇥ 4 con�guration, which is
the one with the smallest coding gain and SNR at the receiver.

This simple real-life case study revealed the strong potential of
mmWave in PSC systems. Nonetheless, as mentioned in Sec. 3, there

are a lot of open research issues that will need to be solved in order
to make this technology suitable for practical deployment in emer-
gency scenarios. Among these, there is a need for a more precise
characterization of the aerial mmWave channel, also in terms of
channel dynamics, as well as the development of architectures and
protocols that enhance coverage and reliability in more complex
scenarios. This is what motivated us to promote the development
of an end-to-end research platform for mmWave PSC, which will
conduct dynamic channel sounding campaigns, develop a software
de�ned radio platform and an advanced channel emulator, and ex-
tend the ns–3-based simulator used in this paper. More details are
given in [22].

5 CONCLUSIONS

Reliable and e�cient communications are a vital ingredient for the
protection of emergency responders – police, �re�ghters, medics –
which operate on a daily basis in dangerous scenarios. ThemmWave
spectrum potentially increases the capabilities of public safety com-
munication systems, in order to provide a better assistance to public
safety personnel in their duty.

In order to reap these bene�ts, several challenges need to be
solved, which arise from two peculiarities of mmWave communi-
cations, i.e., the impact of blockage and the need for directional
transmissions. These issues are being faced also in cellular systems,
but are expected to have a greater impact in PSC systems, because
of the high mobility of vehicles, the di�erent classes of tra�c and
the more demanding performance requirements in an ad hoc and
distributed architecture.

In this paper we provided an overview of these challenges, as
well as of the potential of mmWave networks for future PSC describ-
ing a real-life scenario with UAV communications and a wild�re.
As part of our future work, we will develop a research platform
to better understand the needs of PSC scenarios and develop a
communication technology that could be life-saving in emergency
situations.
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Figure 4: Average throughput and latency for di�erent beamforming strategies and antenna con�gurations A [22].
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a �xed source rate R = 1 Gbit/s. The two solutions are equivalent
in this scenario, with the Long-Term Covariance Matrix showing a
gain for the 16⇥4 combination. The optimal method, which is based
on the knowledge of the long-term covariance matrix, generally
provides a slightly higher SNR, but this gain is relevant in terms of
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the one with the smallest coding gain and SNR at the receiver.

This simple real-life case study revealed the strong potential of
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to make this technology suitable for practical deployment in emer-
gency scenarios. Among these, there is a need for a more precise
characterization of the aerial mmWave channel, also in terms of
channel dynamics, as well as the development of architectures and
protocols that enhance coverage and reliability in more complex
scenarios. This is what motivated us to promote the development
of an end-to-end research platform for mmWave PSC, which will
conduct dynamic channel sounding campaigns, develop a software
de�ned radio platform and an advanced channel emulator, and ex-
tend the ns–3-based simulator used in this paper. More details are
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which operate on a daily basis in dangerous scenarios. ThemmWave
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In order to reap these bene�ts, several challenges need to be
solved, which arise from two peculiarities of mmWave communi-
cations, i.e., the impact of blockage and the need for directional
transmissions. These issues are being faced also in cellular systems,
but are expected to have a greater impact in PSC systems, because
of the high mobility of vehicles, the di�erent classes of tra�c and
the more demanding performance requirements in an ad hoc and
distributed architecture.
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to better understand the needs of PSC scenarios and develop a
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Conclusions
§mmWave can be an enabler of next-gen PSC

§ Wildfire use case

§ Several challenges need to be addressed
§ Reliability?
§ Long-distance communication?

§Need for a research platform



I-T
EN

DE
R 

20
17

End-to-end	research	platform	for	
PSC	over	mmWave

• Measure dynamic directional channels in Public Safety (PS) scenarios.
• Prototyping new ultra-low latency MAC and synchronization algorithms likely to be 

used in the PS links.
• Provide the first scalable real-time emulation of complex mmWave channels in PS 

settings.
• Development and integration of PS specific scenarios in end-to-end mmWave

network simulator.
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Useful	resources
§ ns-3 mmWave module

§ https://github.com/nyuwireless-unipd/ns3-
mmwave

§mmWave networking research @ UNIPD
§ http://mmwave.dei.unipd.it

§NYU Wireless
§ http://wireless.engineering.nyu.edu
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